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ABSTRACT

Reduced-order Homogenization of Heterogeneous Material Systems: from Viscoelasticity

to Nonlinear Elasto-plastic Softening Material

Zeliang Liu

The discovery of e�cient and accurate descriptions for the macroscopic constitutive

behavior of heterogeneous materials with complex microstructure remains an outstanding

challenge in mechanics. On the one hand, great accuracy can be achieved by modeling

small domains of a material including all the details in the microstructure, however, at

the expense of a large computational cost. On the other hand, e�cient descriptions of

the macroscopic material behavior can be obtained by empirical constitutive laws, at

the expense of a tedious calibration process and limited accuracy. The challenge is in

finding an optimal balance between preserving enough small-scale detail and keeping the

computational expense low, without the need for empirically calibrated models. Based

on the Lippmann-Schwinger integral equation, two novel reduced-order homogenization

methods have been developed in this dissertation.

An analytical reduced-order micromechanics method is first proposed for linear elastic

and viscoelastic heterogeneous material with overlapping geometries. Weighted-mean and

additive overlapping conditions are introduced to consider various physical phenomena in

the overlapping regions. The corresponding inclusion-wise strain definitions and integral

equations under these two overlapping conditions are also derived. Using a Boolean-

Poisson model and micromechanics mean-field theory, this analytical homogenization

method is applied to a viscoelastic polymer nanocomposite with interphase regions and
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estimates the properties and thickness of the interphase region based on experimental

data for carbon-black filled styrene butadiene rubbers.

To consider complex microstructural morphologies and nonlinear history-dependent

material behavior, a data-driven reduced-order homogenization method called self-consistent

clustering analysis (SCA) is developed. Based on data clustering algorithm in the of-

fline/training stage and self-consistent schemes for solving the Lippmann-Schwinger equa-

tion in the online/predicting stage, SCA provides an e↵ective way of developing a mi-

crostructural database, which enables an e�cient and accurate prediction of nonlinear

material properties. Other than generic von Mises elasto-plastic material, it has been

applied to 3-Dimensional polycrystal materials with crystal plasticity (CP). Through nu-

merical validations, this data-driven method is believed to open new avenues in homog-

enization of irreversible processes and parameter-free concurrent multi-scale modeling of

heterogeneous material systems.

To address the challenges in multiscale modeling of softening materials, a stable three-

step homogenization scheme is further presented which removes the material instability

issues in the microstructure, and the homogenized stress-strain responses of the represen-

tative volume element (RVE) are not sensitive to the RVE size. Combined with SCA,

concurrent multiscale simulations with damage are performed. The predicted macroscale

strain localization are observed to be sensitive to the combinations of microscale con-

stituents, showing the capability of the microstructural database created by SCA. Finally,

the concurrent framework enabled by the three-step scheme and SCA method is applied

to a unidirectional (UD) fiber polymer matrix composite, and the predicted macroscale

nonlinear anisotropic responses and crack patterns are validated against experiments.



5

Acknowledgements

Foremost, I want to thank my parents and my wife, Xinying. My accomplishment

through this adventure is impossible without your sacrifices and unconditional love. I

would also like to express my deepest gratitude to my PhD advisor, Professor Wing Kam

Liu, for his invaluable guidance and considerable freedom a↵orded to me over the past

years. My PhD research work really benefits from his profound insights in the areas of

mechanics, numerical analysis and material science.

In additional to my advisor, I would like to thank my committee members: Professor

Cate Brinson for her deep understanding in the mechanics of polymer nanocomposite;

Professor Wei Chen for introducing me to engineering optimization; Professor Daniel

Apley for sharing his expertise on data mining techniques. All of them have o↵ered me

great guidance and strong support. I am also indebted to Professors Gregory Wagner,

Mark Flemming, Jian Cao, Horacio Espinosa, Shaoqiang Tang for all the discussions

between us, which truly help to improve my work and broaden my thinking.

I would like to thank my colleagues and friends at Northwestern: Ying Li for introduc-

ing me to molecular dynamics and polymer viscoelasticity; John Moore for his inspiring

lecture on micromechanics and working with me on the analytical reduced-order meth-

ods; Miguel Bessa for believing in my ideas and working with me on exploring data-driven

approaches in mechanics; Ramin Bostanabad for sharing his knowledge on statistics and

machine learning; Cheng Yu, Jiaying Gao and Modesar Shakoor for helping me extend

the data-driven method to a broad range of applications; Gino Domel for proofreading

the dissertation. I also owe my gratitude to Hongyu Chen, Wentao Yan, Jinhui Yan, Jia

Zheng, Yanping Lian, Orion Kafka, Stephen Lin, Puikei Cheng and Ben Sonin.

I am grateful to all who have made my PhD life at Northwestern University an unfor-

gettable journey.



6

Preface

This dissertation includes research work on the exploration of reduced-order material

homogenization during the author’s doctoral study. The following articles form the basis

of the dissertation and will be appropriately referenced:

(1) Z. Liu, J. A. Moore, S. M. Aldousari, H. S. Hedia, S. A. Asiri, and W. K. Liu. A

statistical descriptor based volume-integral micromechanics model of heterogeneous

material with arbitrary inclusion shape. Computational Mechanics: 1-19, 2015.

(2) Z. Liu, J. A. Moore, and W. K. Liu. An extended micromechanics method for probing

interphase properties in polymer nanocomposites. Journal of Mechanics and Physics

of Solids 95: 663-680, 2016.

(3) Z. Liu, M. A. Bessa, and W. K. Liu. Self-consistent clustering analysis: an e�cient

multi-scale scheme for inelastic heterogeneous materials. Computer Methods in Ap-

plied Mechanics and Engineering 306: 319-341, 2016.

(4) Z. Liu, O. L. Kafka, C. Yu, and W. K. Liu. Data-driven self-consistent clustering anal-

ysis of heterogeneous materials with crystal plasticity. Advances in Computational

Plasticity, 2017.

(5) Z. Liu, M. Fleming, W. K. Liu. Microstructural material database for self-consistent

clustering analysis of elastoplastic strain softening materials. In preparation, 2017.



7

I dedicate this thesis to

my parents and my wife, Xinying,

for their constant support and unconditional love.

I love you all dearly.



8

Table of Contents

ABSTRACT 3

Acknowledgements 5

Preface 6

Table of Contents 8

List of Tables 11

List of Figures 12

Chapter 1. Introduction 17

1.1. Homogenization of heterogeneous material systems 18

1.2. Reduced-order homogenization methods 19

1.3. Outline of the dissertation 21

Chapter 2. Lippmann-Schwinger Integral Equation 22

2.1. Background 22

2.2. Small-strain formulation 23

2.3. Green’s function 27

2.4. Finite strain generalization 30

Chapter 3. Analytical Homogenization: an Extended Micromechanics Theory for

Overlapping Geometries 32

3.1. Mathematical formulations of overlapping 33

3.2. General homogenizing scheme 39

3.3. Results for Boolean-Poisson model under di↵erent overlapping conditions 42



9

3.4. Application to viscoelastic polymer nanocomposite 47

Chapter 4. Data-driven Homogenization: Self-consistent Clustering Analysis 56

4.1. Discretization of the Lippmann-Schwinger equation 56

4.2. O✏ine-stage 60

4.3. Online-stage 64

4.4. Numerical examples 70

Chapter 5. Homogenization for Strain Softening Materials 80

5.1. Background and motivation 80

5.2. Three-step homogenization scheme 81

5.3. RVE-size independence for the three-step homogenization algorithm 89

5.4. Comparison between SCA and DNS 92

5.5. Energy regularization of the three-step scheme 96

5.6. Nonlocal formulation in macroscale 100

5.7. Concurrent multiscale simulations 103

Chapter 6. Applications of Self-consistent Clustering Analysis to Nonlinear Material

Systems 113

6.1. Polycrystal material with crystal plasticity 113

6.2. Nonlinear polymer matrix composite with damage 119

Chapter 7. Conclusions and Future Work 131

7.1. Achievements 131

7.2. Suggestions for future work 132

References 137

Appendix A. Basics of Boolean-Poisson model 153

Appendix B. Eshelby’s tensor of spherical inclusion 156

Appendix C. Strain expectation for two-phase inclusions 158

Appendix D. Clustering of the strain concentration tensor 160



10

Appendix E. Newton’s iteration in the SCA online stage 162

Vita 164



11

List of Tables

3.1 Summary of mathematical formulations for weighted-mean and

additive overlapping conditions. 38

5.1 Comparison of the composite toughness U
T

obtained from the DNS

for RVE size 0.5L, L, and 2L. Value in parenthesis indicates relative

di↵erence to the corresponding prediction from RVE with size 2L,

toughness units are GPa. 92

5.2 Calibrated ↵ and "cr in SCA with di↵erent numbers of clusters 98

5.3 Calibrated ↵ and "cr for di↵erent length parameters l
h

104

5.4 Computational time of the concurrent simulations of various numbers

of clusters in phase 1 on 24 cores. 110

6.1 Crystal plasticity parameters for a FCC metal. 117

6.2 Material parameters for the UD composite. 127



12

List of Figures

3.1 2-D examples of Boolean-Poisson model under (a) weighted-mean

(with all weights set to 1) and (b) additive overlapping conditions.

The volume fraction of the inclusion phase is 70%. 35

3.2 Illustration of the physical models for di↵erent overlapping states. 41

3.3 E↵ective Young’s modulus of Boolean-Poisson model under

weighted-mean overlapping conditions. 44

3.4 E↵ective Young’s modulus of Boolean-Poisson model under additive

overlapping condition. 46

3.5 Illustration of the influence region B
0

centering at the sampling point

x
0

. 50

3.6 Illustration of the physical models of the two-phase inclusion under

di↵erent overlapping states. 50

3.7 Flowchart summarizing the inverse modeling of interphase properties. 52

3.8 Predicted interphase’s storage modulus (Left) and loss modulus

(Right). 54

3.9 Experimental validation of the inversely predicted interphase

properties for nanoparticle volume fraction 2.4%, 13.0% and 16.7%. 54

4.1 Illustration of arbitrary domain decomposition for a high-fidelity

RVE. 57

4.2 2D Data format based on the strain concentration tensor. 61

4.3 2D clustering results of a fiber-reinforced composite and amorphous

material. 61



13

4.4 2D clustering results for a larger FEM mesh 1200⇥ 1200. 62

4.5 3D clustering results of a matrix-inclusion composite with a FEM

mesh 80⇥ 80⇥ 80. 63

4.6 The e↵ect of the self-consistent scheme. 72

4.7 The e↵ect of the raw data type on the clustering results (32 clusters)

and the macroscopic predictions. 73

4.8 The predictions for the fiber-reinforced composite (left) and

amorphous material (right). 74

4.9 Equivalent plastic strain fields obtained from DNS and from SCA. 75

4.10 The computational time comparison. 76

4.11 Response of the reduced RVE under a three-step complex loading

path. 77

4.12 The 80 ⇥ 80 ⇥ 80 FE mesh of the 3D composite and the predicted

stress-strain curves. 78

4.13 The 80 ⇥ 80 ⇥ 80 FE mesh of the 3D amorphous material and the

predicted stress-strain curves. 78

5.1 Illustration of the three-step algorithm on the macroscopic stress-strain

curve. 86

5.2 Illustration of the microscale RVE of a two-phase heterogeneous

material used for the analysis: matrix (phase 1) with randomly

distributed circular inclusions (phase 2) embedded. 89

5.3 The DNS results given by the three-step homogenization for damaged

RVEs with hard (left) and soft (right) inclusions under uniaxial

loading. 91

5.4 The stress-strain curves of the undamaged RVE with hard (left) and

soft (right) inclusions. 93



14

5.5 The stress-strain curves of the damaged RVE with hard (left) and soft

(right) inclusions under uniaxial loading. 94

5.6 The stress-strain curves of the damaged RVE with hard (left) and soft

(right) inclusions under biaxial loading. 95

5.7 The stress-strain curves of the damaged RVE with hard (left) and soft

(right) inclusions under shear loading. 95

5.8 The material toughness predictions for RVEs with hard (left) and soft

(right) inclusions. 96

5.9 The regularized stress-strain curves for hard (left) and soft (right)

inclusions under uniaxial loading. 98

5.10 The regularized stress-strain curves for hard (left) and soft (right)

inclusions under biaxial loading. 99

5.11 The regularized stress-strain curves for hard (left) and soft (right)

inclusions under shear loading. 99

5.12 The material toughness predictions after regularization for hard (left)

and soft (right) inclusions. 100

5.13 Calibrated SCA stress-strain curves under uniaxial tension for length

parameter l
h

= 1.0, 2.0, and 4.0 mm. 103

5.14 Geometry of the double-notched plate in 2D plane-strain condition. 104

5.15 Load-displacement curves with di↵erent mesh size l
e

for hard

inclusions. The nonlocal length parameter is l
0

= 2 mm. 105

5.16 Crack patterns with di↵erent mesh size l
e

for hard inclusions. The

nonlocal length parameter is l
0

= 2 mm. The SCA model has 32

clusters in the matrix phase (k
1

= 32). 106

5.17 Load-displacement curves predicted by SCA databases with di↵erent

number clusters k
1

before the energy regularization. 106



15

5.18 Load-displacement curves predicted by SCA databases with di↵erent

number clusters k
1

after the energy regularization. 107

5.19 Crack patterns predicted by SCA databases with di↵erent number

clusters k
1

after the energy regularization. 108

5.20 Load-displacement curves with di↵erent nonlocal length parameter l
0

for hard inclusions, before and after the energy regularization. The

mesh size is l
e

= 0.28 mm. 109

5.21 The crack patterns under di↵erent nonlocal length parameter

parameter l
0

for hard inclusions, before and after the energy

regularization. The mesh size is l
e

= 0.28 mm. The SCA model has

32 clusters in the matrix phase (k
1

= 32). 109

5.22 Geometry of the 3D thick double-notched coupon and microscale SCA

model with 8 clusters in the matrix phase. 111

5.23 Load-displacement curves of the 3D concurrent simulations with hard

and soft inclusions within the microscale RVE. 111

5.24 The crack patterns of the 3D concurrent simulations with hard and

soft inclusions within the microscale RVE. 112

6.1 RVE consisting of 35 equiaxed, randomly oriented grains with (a)

20⇥ 20⇥ 20 and (b) 40⇥ 40⇥ 40 voxel mesh. 117

6.2 �̄
33

versus ✏̄
33

using CPFEM and CPSCA respectively. 118

6.3 Volume plots of S
33

for three di↵erent cases 118

6.4 Three-scale multiscale modeling framework for PMC material based

on SCA. 120

6.5 UD tensile coupon geometries with di↵erent fiber directions. 121

6.6 UD microstructure images along the thickness direction at various

length scales. 122



16

6.7 UD RVE geometry and SCA clustering results with 16 clusters in the

matrix and fiber phases. 123

6.8 Stress-strain curves given by the SCA model. The hardening curves

are assumed to be perfectly plastic after the available experimental

data. Damage is not considered. 125

6.9 Hardening curves of the epoxy in the UD composite. 126

6.10 Stress-strain curves given by the SCA model with the exponential

hardening law and calibrated damage law. 128

6.11 Stress-strain curves of the 10� o↵-axis tensile coupon from concurrent

simulations and experiment. 129

6.12 Comparisons between concurrent simulations and experiment. 130

A.1 Illustration of the influence region B
0

centering at the sampling point

x
0

. 153



17

CHAPTER 1

Introduction

Materials are hierarchical in nature; hence, they involve an inter-play between simple

small-scale constituents that together form elaborate compounds that can span multiple

time- and length-scales. On the other hand, advanced manufacturing techniques, such as

3D printing [49, 84, 85], allow us to make hierarchically structured composites from nano-

to macro-scale, which exhibit advantageous thermal, electrical or mechanical properties

[3, 102, 8, 120]. This multi-scale nature of heterogeneous materials poses a contin-

uing challenge in computational modeling of macroscopic structures. Ideally, e�cient

and accurate predictions of the macroscopic behavior of heterogeneous materials should

be uniquely obtained from the material behavior of each separate constituent (material

phase) and from the information about the material microstructure.

Traditional phenomenological constitutive relations [44, 25, 16, 121] characterize the

average behaviors of the material, i.e. the contributions from all the material phases are

not accounted for as an individual interaction of separate constituents. These laws regard

materials as “black boxes”, implying the need for burdensome experimental character-

ization and tedious calibration. In addition, they are problem-dependent and tend to

fail when capturing highly localized microstructure-induced nonlinear material behavior,

such as plasticity, damage and fatigue. Generalized continuum mechanics, also known as

higher-gradient theories, have been proposed to incorporate the microscopic information

by introducing higher order gradient of deformation [40]. The first known generation

is micromorphic continuum developed by Toupin [111], Mindlin [90] and Eringen [31],

and it is further generalized with arbitrary number of extra strain gradients by Liu and

co-workers [113, 114, 78, 109]. A current challenge of high-gradient theories is the de-

termination of the large number of coe�cients associated with higher-order tensors [112].
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The strain gradient is usually not directly informed by the microstructure, making the

model phenomenological and requiring extra e↵ort to calibrate those coe�cients.

1.1. Homogenization of heterogeneous material systems

Concurrent multiscale [35, 57, 34] methods avoid the calibration process in the phe-

nomenological models by directly establishing the connection between the microstructure

and the macro-response of materials using the so-called homogenization method. In the

homogenization process, these concurrent methods link every macroscopic point of a struc-

ture to a Representative Volume Element (RVE) [2, 117] of the microstructure, and the

macroscopic response (e.g. stress) is obtained through averaging inside the RVE. For

a material with random microstructure, its true macroscopic properties are obtained as

converged values only if the size of the RVE becomes su�ciently large, or the RVE should

be a statistically representative sample of the material.

First-order homogenization, which will be mainly used in this dissertation, can be

defined by assuming scale-separation and vanishing external body force inside the RVE.

Let us introduce U as the space of admissible microscopic displacements u inside an RVE

domain ⌦ with boundary �. It can be proved that under classical first-order boundary

conditions, such as displacement boundary conditions (DBC), traction boundary condition

(TBC) and periodic boundary conditions (PBC), the following equation is satisfied,

(1.1) h�i
⌦

: h�"i
⌦

= h� : �"i
⌦

, 8�u 2 U

where h⇤i
⌦

is defined as volume average inside the RVE,

(1.2) h⇤i
⌦

=
1

|⌦|

Z

⌦

⇤d⌦

Eq. 1.1 is the so-called Hill-Mandel macro-homogeneity condition [47, 48], which is

equivalent to the statement that the virtual work density on the macroscale equals that

of the microscale. It also ensures that the homogenized strain and stress are admissible

variables in the macroscale constitutive relation.

Direct Numerical Simulation (DNS) is the most accurate and flexible homogenization

method for solving the RVE problem, e.g. Finite Element Method [9] and Fast Fourier
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Transformation (FFT)-based micromechanics method [93, 61]. However, due to a large

number of degrees of freedom, DNS can be very time-consuming. Since each integration

point in a concurrent multiscale method is associated with an RVE problem (necessary

for nonlinear material), the total computational cost of this approach is tremendous.

Strain softening also poses computational challenges at the microscopic levels for con-

current multiscale methods. Direct application of a material damage model in the mi-

croscale RVE results in unstable and non-physical results. To date, multiscale modeling

coupled with material damage is still not well explored [41]. Most multiscale methods

require an additional microscale material length parameter to regularize the ill-posed

boundary value problem in the microscale RVE. However, the relationship between the

macroscale and microscale length parameters is usually not physically justified, and it

is arguable that the microscale RVE model does not provide any information on how to

determine the macroscale material length parameter. Instead, it merely moves the con-

tinuum localization problem one scale down [5]. Even if the microscale RVE model is

regularized by a length parameter without justifying its physical basis, the homogeniza-

tion problem with the localization e↵ect is still not well defined. In the strain-softening

region, the overall homogenized stress-strain response strongly depends on the size of the

RVE, which is contradictory to the definition of an RVE. These issues will be discussed

in detail, and solutions will be proposed in Chapter 5.

1.2. Reduced-order homogenization methods

A myriad of homogenization methods have been developed with the goal of finding an

appropriate balance between cost and accuracy; these are generally referred to as reduced-

order methods. Analytical micromechanical methods [32, 46, 48, 71], the Voronoi cell

finite element method [42], spectral methods [1], the generalized method of cells [97], the

transformation field analysis (TFA) [28], the nonuniform transformation field analysis

(NTFA) [86], and the principal component analysis [55, 74, 53] or proper orthogonal

decomposition (POD) [11, 126] are some of the most successful methods of this kind.
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Analytical micromechanics methods [32, 46, 48, 23, 71] can be classified as one kind

of reduced-order homogenization method because they describe the heterogeneous mate-

rial by several microstructural descriptors. Based on analytical solutions and mean-field

assumptions, micromechanics methods are very e�cient [95]. An extended micromechan-

ics method for overlapping geometries will be introduced in Chapter 3, which allows us

to consider interacting inclusions. Nevertheless, the applicability of analytical microme-

chanics method is still limited when considering complex microstructure and localized

nonlinear material behavior such as plasticity and damage [19].

Data-driven homogenization methods have recently attracted lots of attention. Data

mining, as an interdisciplinary subfield of computer science and statistics, forms the basis

of data-driven methods [75]. By automatically or semi-automatically sifting through the

raw data in the database, previously unknown regularities or patterns can be extracted

and generalized to make accurate predictions [122, 107]. As a start, a raw dataset for

learning is usually generated from a prior numerical simulations or informed by experi-

ments. Depending on the type of the raw dataset, current data-driven methods can be

mainly divided into the macroscopic approaches and microscopic approaches.

In macroscopic approaches, the input data are usually material properties of each

individual constituent, loading conditions and statistical descriptors that represent the

geometry of the microstructure, while the output data are macroscopic mechanical prop-

erties from DNS simulations. Xu et al. [124] used design of experiment (DOE) to identify

the key microstructural descriptors. A similar approach has been applied to the design

of magneto-elastic Fe-Ga alloy by Liu et al. [68]. For hyperelastic materials, tensor de-

composition (e.g. parallel factor decomposition) and neural networks have been used to

interpolate the macroscopic e↵ective strain energy density [127, 60, 12]. However, the

accuracy and smoothness of the prediction of macroscopic approaches is limited by a lack

of microscopic information. For example, the localized plastic strain field cannot be well

represented by its field average.

To address this problem, microscopic approaches collect data at each discretization

point in the DNS. POD uses linear combinations of all input variables to define the
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principal components (modes) to make the predictions for general load cases. This is

a fundamental issue when describing nonlinear irreversible plastic processes that is only

mitigated by using many snapshots in the o✏ine stage which increases the computational

cost of the online stage to unreasonable values [126, 56]. The NTFA introduced by Michel

and Suquet [86, 36], approaches the problem di↵erently with the aim of compressing the

nonlinear plastic strain field. The idea behind NTFA is to leverage the capabilities of

analytical micromechanical methods to define a set of reduced variables that are then

subjected to “evolution equations” [86, 39]. Consequently, the computational cost of

NTFA is low, but the inclusion of empirical laws that require further calibration is a

limitation. Furthermore, the RVEs need to be subjected to irreversible deformation to

obtain the plastic modes (as in POD) which leads to an extensive exploration of the

deformation space at the o✏ine stage.

A new data-driven approach will be proposed in Chapter 4, where the above-mentioned

limitations are addressed simultaneously by meeting three fundamental goals: 1) avoiding

an extensive exploratory o✏ine stage; 2) eliminating the need for extra calibration of the

constitutive laws; 3) achieving a reduction in computational time without significantly

compromising accuracy.

1.3. Outline of the dissertation

This dissertation is outlined as follows. In Chapter 2, the Lippmann-Schwinger equa-

tion will be derived, which will serve as the basis for all the proposed reduced-order

homogenization methods. In Chapter 3, a new micromechanics method for overlapping

geometries will be introduced as an analytical reduced-order homogenization method, and

it will be applied for inverse modeling of interphase properties in polymer nanocompos-

ite. In Chapter 4, the data-driven homogenization method called self-consistent cluster-

ing analysis (SCA) will be proposed and validated for nonlinear elasto-plastic materials.

Chapter 5 will focus on homogenization of strain softening material, and several examples

of concurrent simulation with multiscale material damage will be demonstrated. In Chap-

ters 6, two realistic nonlinear material systems will be investigated. Finally, in Chapter

7, conclusions are drawn, and future research directions are discussed.
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CHAPTER 2

Lippmann-Schwinger Integral Equation

2.1. Background

Although originated from the quantum mechanics community [67], the Lippmann-

Schwinger integral equation has been widely used in continuum mechanics for analyzing

heterogeneous material systems. In 1970s, Kröner [58] had discussed the use of Lippmann-

Schwinger equation for solving elastostatic mechanics problems. It has been also extended

to consider multiple scattering problems in elastodynamics, while referred as volume inte-

gral equation method (VIEM) [63, 62]. As mentioned in Mura’s book [95], the equivalent

inclusion method, which introduces the concept of eigenstrain, is actually an alternative

interpretation of the Lippmann-Schwinger integral equation. In 1957, Eshelby [32] first

pointed out that when the eigenstrain inside an inclusion is chosen properly, the stress

disturbance in an applied stress due to the presence of an inhomogeneity can be simulated

by the inclusion with eigenstress. Based on Eshelby’s solution, a myriad of micromechan-

ics methods, such as Mcori-Tanaka method [92] and self-consistent method [48], were

proposed to approximate the solution of the Lippmann-Schwinger equation. To solve

the equation directly, Moulinec et al. [93] proposed a fast Fourier transformation(FFT)-

based scheme to analyze an RVE problem based on Lippmann-Schwinger equation for

small strain, which was later extended to finite strain by Lahellec et al [87]. Vondejc

et al. [116] proposed a weak form formulation of the same RVE problem and proved

the equivalence to the Lippmann-Schwinger equation. In their work [24], a conjugate

gradient (CG) solver was also adopted to solve the integral equation directly. Unlike

the FFT-based solver [93], its convergence is not sensitive to the choice of the reference

material. In this chapter, the Lippmann-Schwinger integral equation will be derived from
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the equilibrium condition based on the Green’s function, and some important features of

this integral equation will also be discussed.

2.2. Small-strain formulation

The Lippmann-Schwinger integral equation is first derived under a small-strain as-

sumption. Generally, the equilibrium condition without body force in a material domain

⌦ can be written as

(2.1)
@�

ij

(x)

@x
i

= 0 in ⌦.

By introducing a homogeneous elastic reference material with sti↵ness C0, the real stress

in the heterogeneous material can be divided into two parts,

(2.2) �(x) = C0 : "(x) + p(x),

where p(x) is the so-called polarization stress, which denotes the di↵erence between the

real stress and the stress in the reference material under the same strain. By substituting

Eq. (2.2) into (2.1), we obtain

(2.3) C0

ijkl

@"
kl

(x)

@x
i

= �@p
ij

(x)

@x
i

in ⌦.

With the help of the Green’s function �0(x,x0) which represents the strain at x con-

tributed by a concentrated external stress at x0 in the reference material, the original

equilibrium condition can be rewritten in an integral form if we regard the polarization

stress as an external stress on the reference material [46, 45],

(2.4) "(x) +

Z

⌦

�0(x,x0) : p(x0)dx0 � "0 = 0,

where "0 is the far-field strain, which is homogeneous for a homogeneous reference material

and controls the evolution of the strain "(x). By substituting Eq. (2.2) into (2.4), we

obtain the integral equation in terms of the local strain "(x),

(2.5) "(x) +

Z

⌦

�0(x,x0) :
⇥
�(x0)�C0 : "(x0)

⇤
dx0 � "0 = 0.
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For convenience, Eq. (2.5) can also be written in incremental form:

(2.6) �"(x) +

Z

⌦

�0(x,x0) :
⇥
��(x0)�C0 : �"(x0)

⇤
dx0 ��"0 = 0,

Integral equations (2.5) or (2.6) are also known as the Lippmann-Schwinger equation

in the continuum mechanics community [58]. The integral equation based on a homo-

geneous reference material will serve as the basis for both the analytical method and

semi-analytical data-driven method introduced in Chapter 3 and 4.

Moreover, it can be shown that the far field strain �"0 is equal to the homogenized

strain in the RVE based on the properties of the Green’s function. By averaging the

incremental integral equation 2.5 in ⌦, we have

(2.7)

1

| ⌦ |

Z

⌦

�"(x)dx

+
1

| ⌦ |

Z

⌦

Z

⌦

�0(x,x0)dx

�
:
⇥
��(x0)�C0 : �"(x0)

⇤
dx0 ��"0 = 0.

Moreover, the integral of the Green’s function vanishes in the spacial domain,

(2.8)

Z

⌦

�0(x,x0)dx = 0.

Substituting Eq. (2.8) into (2.7) gives

(2.9) �"0 =
1

| ⌦ |

Z

⌦

�"(x)dx.

In order to solve �"(x) in the integral equation 2.6, constraints are needed from the

macroscopic boundary conditions. Di↵erent types of constraints can be used: 1) macro-

strain constraint

(2.10)
1

| ⌦ |

Z

⌦

�"(x)dx = �"
M

or �"0 = �"
M

;

and 2) macro-stress constraint

(2.11)
1

| ⌦ |

Z

⌦

�(x)dx = �
M
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For more general cases, mixed constraints can also be formulated [70]. Here the boundary

conditions are applied as constraints on the volume averages of strain or stress inside the

RVE. This is di↵erent from standard FE method where the boundary conditions constrain

the displacement or force on the RVE boundaries.

In a more general sense, the reference material is not necessary to be homogeneous.

The sti↵ness tensor of a heterogeneous reference material can be written as

(2.12) C0 = C0(x).

The derivation of the integral equation is the same as the one for a homogeneous reference

material, except that the far-field strain �"0 also becomes inhomogeneous. The new

Lippmann-Schwinger equation can be derived as

(2.13) �"(x) +

Z

⌦

�0(x,x0) :
⇥
��(x0)�C0(x) : �"(x0)

⇤
dx0 ��"0(x) = 0,

where �0(x,x0) is the Green’s function of the heterogeneous elastic reference material.

Details of determining the Green’s function for both homogeneous and heterogeneous

materials will be discussed in Section 2.3. By averaging the integral equation (2.13) and

utilizing the property of the Green’s function in Eq. (4.17), we have

(2.14)
1

| ⌦ |

Z

⌦

�"(x)dx =
1

| ⌦ |

Z

⌦

�"0(x)dx = �"
M

,

where �"
M

is the macroscopic homogenized strain. One can further define a so-called

strain concentration tensor A(x), which maps �"
M

to �"0(x) in the heterogeneous ref-

erence material:

(2.15) �"0(x)dx = A(x) : �"
M

.

Substituting Eq. (2.15) to 2.13 gives

(2.16) �"(x) = A(x) : �"
M

�
Z

⌦

�0(x,x0) :
⇥
��(x0)�C0(x) : �"(x0)

⇤
dx0.

The integral equation (2.16) based on a heterogeneous reference material has been used in

some existing reduced order methods, such as transformation field analysis (TFA) [28] and
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nonlinear transformation field analysis (NTFA) [86]. It can be observed that the integral

equation for a homogeneous material is a special case of the one for a heterogeneous

material, and the strain concentration tensor A(x) in Eq. (2.16) is equal to the fourth-

order identity tensor II,

(2.17) A(x) = II

Since the physical problem is fully determined by the equilibrium condition, the so-

lution of the continuous integral equation �"(x) does not depend on the choice of the

reference material. Moreover, the continuous integral equation can be equivalently de-

composed as

(2.18)

Z

⌦

�0(x,x0) : ��(x0)dx0 = 0

and

(2.19) �"(x) = A(x) : �"
M

+

Z

⌦

�0(x,x0) :
⇥
C0(x) : �"(x0)

⇤
dx0.

In other words, we have

(2.20) Eq.(2.18) + Eq.(2.19) � Eq.(2.16).

In order to prove the relation in (2.20), we will only need to show that Eq.(2.19) is satisfied

if and only if the strain field �"(x) is compatible:

(2.21) �"(x) is compatible � Eq.(2.19).

Proof. of (2.21): For ”�"(x) is compatible! Eq.(2.19)”, assume the sti↵ness tensor

of the real material vanishes everywhere inside the RVE, that is,

C
ijkl

(x) = 0.

For any compatible strain field, the equilibrium condition of this zero-sti↵ness material

should be satisfied,
@C

ijkl

"
ij

(x)

@x
i

= 0 in ⌦.
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Then the equilibrium condition can be written as an integral equation with C
ijkl

(x) = 0,

which yields Eq. (2.19).

For ”Eq.(2.19) ! �"(x) is compatible”, we can utilize the property of the Green’s

function, namely that it maps any stress field to a compatible strain field,
Z

⌦

�0(x,x0) :
⇥
C0(x) : �"(x0)

⇤
dx0 is compatible.

By definition of the strain concentration tensor of the reference material, the term A(x) :

�"
M

is also compatible. As a result, �"(x) is a compatible strain field. ⇤

In some direct methods for solving the continuous Lippmann-Schwinger equation

[86, 105, 24], Eq. (2.18) and (2.19) have been used to simplify the solution algorithm.

However, it should be noted that after the discretization, the solution of the discontinuous

integral equation is no longer independent of the reference material, and the relation in

(2.20) will also not hold any more.

2.3. Green’s function

The key to the integral equation is the corresponding Green’s function of the reference

material. It is firstly derived for a homogeneous linear elastic reference material. The

auxiliary problem of the reference material subject to a periodic polarization stress field

p(x) is to find the periodic solution u⇤(x) so that the following system of equations can

be satisfied,

(2.22)

8
<

:
�(x) = C0 : "⇤(u⇤(x)) + p(x)

r · �(x) = 0

where the strain "⇤ can be expressed as

(2.23) "⇤ =
1

2

�
ru⇤ +rTu⇤�

Suppose all the quantities are given in the form of single wave with a wave vector ⇠

corresponding to the periodicity of the RVE,

(2.24) u⇤(x) = û⇤(⇠) exp(i⇠ · x), "⇤(x) = "̂⇤(⇠) exp(i⇠ · x)
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(2.25) �⇤(x) = �̂⇤(⇠) exp(i⇠ · x), p⇤(x) = p̂⇤(⇠) exp(i⇠ · x).

Then the system of equations in Eq. (2.22) can be written as

(2.26)

8
<

:
�̂
ij

(⇠) = iC0

ijkl

⇠
l

û⇤
k

(⇠) + p̂
ij

(⇠)

i�̂
ij

(⇠)⇠
j

= 0

Eliminating the term �̂
ij

(⇠) in 2.26 yields

(2.27) C0

ijkl

⇠
l

⇠
j

û⇤
k

(⇠) = ip̂
ij

(⇠)⇠
j

Use the notation

(2.28) K
ik

(⇠) = C0

ijkl

⇠
l

⇠
j

.

Due to the symmetry of the sti↵ness tensor, the matrix K(⇠) is also symmetric. Eq.

(2.27) can be rewritten as

(2.29) K
ik

(⇠)û⇤
k

(⇠) = ip̂
ij

(⇠)⇠
j

.

The auxiliary displacement field is solved by

(2.30) û⇤
k

(⇠) = iN
ki

(⇠)⇠
j

p̂
ij

(⇠),

where N
il

(⇠) denotes the component of the inverse of the matrix K(⇠),

(2.31) N(⇠) = K�1(⇠)

Based on the symmetry of the polarization stress p̂
ij

, we have

(2.32) û⇤
k

(⇠) =
i

2
(N

ki

(⇠)⇠
j

+N
kj

(⇠)⇠
i

) p̂
ij

(⇠),

Thus, the auxiliary strain field can be written as

(2.33) "̂⇤
km

(⇠) = �1

4
(N

ki

(⇠)⇠
j

⇠
m

+N
kj

(⇠)⇠
i

⇠
m

+N
mi

(⇠)⇠
j

⇠
k

+N
mj

(⇠)⇠
i

⇠
k

) p̂
ij

(⇠).
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Finally, the Green’s function �0

lmij

can be defined as a tensor mapping from the polariza-

tion stress p̂
ij

(⇠) to the auxiliary strain "̂⇤
km

(⇠),

(2.34) �0

kmij

(⇠) =
1

4
(N

ki

(⇠)⇠
j

⇠
m

+N
kj

(⇠)⇠
i

⇠
m

+N
mi

(⇠)⇠
j

⇠
k

+N
mj

(⇠)⇠
i

⇠
k

)

As shown in Mura’s book [95], the expression of N(⇠) can be very complex for

anisotropic materials. However, its form becomes particularly simple for a isotropic linear

elastic reference material. The sti↵ness tensor C0 is determined by two independent Lamé

parameters �0 and µ0,

(2.35) C0 = f(�0, µ0) = �0I⌦ I+ µ0II.

where I is the second-rank identity tensor, and II is the symmetric part of the fourth-rank

identity tensor. Based on the definitions in Eq. (2.28) and (2.31), it can be derived that

(2.36) N
ij

(⇠) =
1

µ0 | ⇠ |2

✓
�
ij

� �0 + µ0

�0 + 2µ0

⇠
i

⇠
j

| ⇠ |2

◆
.

Substituting Eq. (2.36) into (2.34), the Green’s function is obtained

(2.37) �̂0

ijkl

(⇠) =
1

4µ0 | ⇠ |2 (�ki⇠j⇠l + �
il

⇠
j

⇠
k

+ �
jl

⇠
i

⇠
k

+ �
jk

⇠
i

⇠
l

)� �0 + µ0

µ0(�0 + 2µ0)

⇠
i

⇠
j

⇠
k

⇠
l

| ⇠ |4 .

It is also possible to write the Green’s function of isotropic linearly elastic reference

material explicitly in the real space, and the detailed expressions in 2D and 3D can be

found in [95, 71]. Due to the symmetry of the strain and stress tensor under small-

deformation assumption, the fourth-order Green’s function can be simplified as a second-

order tensor through Voigt notation. However, it will not be the case when finite strain is

considered. For heterogeneous elastic reference material, there is usually no closed-form

solution of its Green’s function in either frequency or spacial domain. Thus, it has to be

determined numerically by solving the RVE problem using DNS methods [36].
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2.4. Finite strain generalization

The extension of Lippmann-Schwinger equation from small strain to finite strain is

straightforward. For finite strain, all the equations are formulated in the reference config-

uration. The stress and strain measures become the first Piola-Kirchho↵ stress P(X) and

the deformation gradient F(X), respectively. The equilibrium condition in the reference

configuration can be written as

(2.38)
@P

ij

(X)

@X
i

= 0 in ⌦0.

Similarly, a homogeneous reference material comes into play, whose constitutive law is

given by

(2.39) P = C0 : F,

It should be noted that the constitutive law of the reference material may not be physical,

and the reason of taking the form in Eq. (2.39) is for the ease of deriving the Green’s func-

tion and developing the integral equation. Since the physical problem is fully determined

by the equilibrium condition and real material properties, the choice of the reference ma-

terial will not a↵ect the solution. The integral equation for finite strain can be written

as

(2.40) F(X) +

Z

⌦

0

�0(X,X0) :
⇥
P(X0)�C0 : F(X0)

⇤
dX0 � F0 = 0,

where �0(X,X0) is the Green’s function of the reference material. The far-field deforma-

tion gradient F0 is equal to the averaged deformation gradient in the RVE,

(2.41) F0 =

Z

⌦

0

F(X)dX.

The derivation of the Green’s function still follows the same procedure. In the fre-

quency domain, the auxiliary strain field can be expressed as

(2.42) û⇤
k

(⇠) = iN
ki

(⇠)⇠
j

P̂
ij

(⇠),
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where P̂
ij

(⇠) is the polarization first Piola-Kirchho↵ stress. Then the deformation gradient

becomes

(2.43) F̂
km

(⇠) = �N
ki

(⇠)⇠
j

⇠
m

P̂
ij

(⇠)

The Green’s function can be extracted as

(2.44) �0

kmij

(⇠) = N
ki

(⇠)⇠
j

⇠
m

Since P and F are no longer symmetric, the Green’s function for finite strain �0

ijkl

only

has major symmetry, so that it can not be written in Voigt notation.

Again, explicit formulation can be derived for the Green’s function if C0 represents a

isotropic elastic material: C0 = f(�0, µ0) = �0I ⌦ I + µ0II. Substituting Eq. (2.36) into

(2.44) yields

(2.45) �0

ijkl

(⇠) =
1

µ0 | ⇠ |2

✓
�
ik

⇠
j

⇠
l

� �0 + µ0

�0 + 2µ0

⇠
i

⇠
j

⇠
k

⇠
l

| ⇠ |2

◆
.

Although this thesis will mainly investigate the problems under small-strain assumption, it

is possible to extend the developed methods in Section 3 and 4 to the finite-strain regime,

which will be important for considering material behaviors under large deformation, such

as hyperelasticity and crystal plasticity.
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CHAPTER 3

Analytical Homogenization: an Extended Micromechanics

Theory for Overlapping Geometries

Micromechanics methods aim to solve the integral equation through analytical or semi-

analytical approaches. Based on analytical solutions of representative material systems

and homogenization assumptions, these micromechanics model typically have much less

degrees of freedoms than FE or FFT-based models. However, other than the limited

predicting accuracy, a di�culty of most of the existing analytical micromechanics models

is that simple shaped inclusions must remain unique, and the physical pictures behind

those models become vague once inclusions’ ranges of influence begin to overlap and strong

interactions begin to occur. Mori-Tanaka [92, 10] and self-consistent methods [48, 23])

are sensitive to the volume fraction of the inclusion phase, but cannot distinguish between

inclusions that are well dispersed (nonoverlaping) or strongly interacted (overlapping).

For example, let us consider a two-phase material with spherical inclusions embedded in

the matrix. If the inclusions do not overlap, the matrix phase is always continuous and

dominates the overall properties of the two-phase material even for high volume fraction

of the inclusion phase. However, when the inclusions can overlap, the inclusions can

percolate through the matrix and become a competitor of the matrix phase as the volume

fraction increases. Another challenge in modeling the overlap is that the physics in the

overlapping regions will vary with the material system. Thus, many di↵erent overlapping

conditions may be necessary to account for a wide range of overlapping phenomena.

In this chapter, a new analytical reduced-order homogenization method for overlapping

geometries is proposed, which can account for complex microstructural morphologies due

to inclusion overlapping and establish a unified mathematical framework for di↵erent

overlapping conditions.
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3.1. Mathematical formulations of overlapping

Before introducing di↵erent overlapping conditions, let us start with the RVE domain

containing N overlapping inclusions. The domain of each inclusion is denoted as ⌦r, with

r = 1, 2, ..., N . Due to the existence of overlapping, we have

(3.1)
N\

r=1

⌦r 6= ;.

The combined domain of all inclusion phases ⌦c and domain of the matrix phase ⌦m can

be expressed as

(3.2) ⌦c =
N[

r=1

⌦r, ⌦m = ⌦ \
N[

r=1

⌦r.

Furthermore, the volume fraction of the inclusion phase is

(3.3) f
c

=
|⌦c|
|⌦| , with |⌦| = |⌦c|+ |⌦m|.

Here, I use the characteristic function to identify the region of each inclusion,

(3.4) �
r

(x) =

8
<

:
1 if x 2 ⌦r

0 otherwise
,

where �r(x) is the characteristic function of the r-th inclusion at point x.

Meanwhile, the reference medium is assumed to share the same properties as the

matrix material, and the integral equation in terms of the strain " becomes

(3.5) "
ij

(x) = "0
ij

�
Z

⌦

c

�0

ijkl

(x,x0)�C
klmn

(x0)"
mn

(x0)dx0 in ⌦,

where "0
ij

is the far field strain and where

(3.6) �C(x) = C(x)�C0.

The fourth-order Green’s function of the reference medium �0

ijkl

(x,x0) represents the

strain contribution at x from a concentrated external stress at x0. Expressions of Green’s

functions for isotropic 2-D plane strain and 3-D material can be found in [95]. It should be



34

noted that this Green’s function will not be directly used in the proposed micromechanics

method. Instead, analytical expressions of its integrals (such as Eshelby’s tensor [32])

will be adopted.

By solving Eq. (3.5) in the material domain with prescribed boundary conditions, one

can homogenize the local responses to get the macroscopic properties. Before proceeding

to the details of homogenization, the material domain ⌦ is defined to be an RVE, so that

its size greatly exceeds the wavelength of the local fluctuations of strain and stress fields.

The overall properties of the RVE should not depend on the boundary conditions, and it

can be treated as a homogeneous material at the macro-scale. With the energy equivalence

indicated by Hill-Mandel principle of macro-homogeneity in Eq. (1.1), the RVE can be

treated as a homogeneous material so that an e↵ective constitutive relationship can be

defined as,

(3.7) h�i
⌦

= C̄ : h"i
⌦

,

where C̄ is the e↵ective sti↵ness tensor of the heterogeneous material.

The average strain in the RVE can be determined by taking the volume average of

strain inside ⌦,

(3.8) "̄ = h"i
⌦

=
1

|⌦|

Z

⌦

"(x)dx,

where |⌦| is the volume of the RVE. Furthermore, the average stress inside the RVE

domain is

(3.9) �̄ = h�i
⌦

=
1

|⌦|

Z

⌦

⇥
C0 + �C(x)

⇤
"(x) = C0 : "̄+ h�C(x) : "(x)i

⌦

c .

As we can see from Eq. (3.9), the key step in the homogenization is to calculate

the average polarization stress h�C(x) : "(x)i
⌦

c as a function of a certain macroscopic

quantity (e.g., average strain "̄), and then the e↵ective sti↵ness tensor can be computed

based on Eq. (3.7). Due to inclusion overlapping, h�C(x) : "(x)i
⌦

c is not naturally a linear

combination of the contribution from each individual inclusion, which blurs the physical

picture behind most micromechanics methods which are based on a single representative
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inclusion. As will be shown later, this issue can be resolved by properly choosing the

overlapping conditions, which govern the calculation of moduli in the overlapping region.

In this section, I will introduce two basic overlapping conditions: 1) the weighted-

mean overlapping condition and 2) the additive overlapping condition. Figure 3.1 shows

the relative modulus in an overlapping region �C(x) normalized by the relative inclu-

sion modulus �Cc for a system with constant modulus inclusions. Then, the new strain

!"($)/!"'(() Weighted-mean overlapping ()) Additive overlapping

Figure 3.1. 2-D examples of Boolean-Poisson model under (a) weighted-
mean (with all weights set to 1) and (b) additive overlapping conditions.
The volume fraction of the inclusion phase is 70%.

definitions and modified integral equations in each inclusion, as well as expressions of

the average polarization stress, will be derived under both conditions. A unified mi-

cromechanics method will be proposed in Section 3.2 to predict the e↵ective properties of

heterogeneous materials with overlapping e↵ects.

3.1.1. Weighted-mean overlapping condition

First, I will introduce the weighted-mean overlapping condition. The goal is to formulate

the weighted-mean overlapping condition such that if the material is uniform in each

inclusion before overlapping, the material properties are also uniform after overlapping

(i.e., the resulting heterogeneous material only has two phases). The relative sti↵ness
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tensor at any point in ⌦c is chosen to be

(3.10) �C(x) =

NP
r=1

�
r

(x)⌘
r

(x)�Cr(x)

NP
r=1

�
r

(x)⌘
r

(x)

=

NP
r=1

�0
r

(x)�Cr(x)

NP
r=1

�0
r

(x)

,

where ⌘
r

(x) is the weighting function in the r-th inclusion, and �0
r

(x) is the weighted

characteristic function defined as

(3.11) �0
r

(x) = �
r

(x)⌘
r

(x).

The weighting function is employed–primarily–to enforce impenetrability of phases. The

weighting function can be chosen to have a high value for phases that are considered to be

impenetrable (i.e., no overlap allowed). For instance, a point in a high weighted particle

region overlapped by a low weighted interphase region would take on the properties of

the particle region, as if the overlap had not occurred. Substituting Eq. (3.10) into the

original integral equation (3.5) and decomposing the integral into each individual inclusion

domain gives,

(3.12) "
ij

(x) = "0
ij

�
NX

s=1

Z

⌦s

�
ijkl

(x,x0)

0

BB@
�0
s

(x0)�Cs

klmn

(x0)
NP
t=1

�0
t

(x)

1

CCA "
mn

(x0)dx0 in ⌦.

Decomposing the total strain at x0 gives the strain in the s-th inclusion which can be

defined as

(3.13) "s(x0) =
�0
s

(x0)
NP
t=1

�0
t

(x0)

"(x0).

After substituting Eq. (3.13) into (3.12), we obtain

(3.14) "
ij

(x) =
NX

s=1

"s
ij

(x) = "0
ij

�
NX

s=1

Z

⌦s

�
ijkl

(x,x0)�Cs

klmn

(x0)"s
mn

(x0)dx0 in ⌦.
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Also as imposed by the definition of the strain in each inclusion (see Eq. (3.13)), the

following relationship must be satisfied,

(3.15) �0
t

(x)"s(x) = �0
s

(x)"t(x) in ⌦.

As a result, the integral equation in the r-th inclusion can be derived as

(3.16) 
NX

s=1

�0
s

(x)/�0
r

(x)

!
"r
ij

(x) = "0
ij

�
NX

s=1

Z

⌦s

�
ijkl

(x,x0)�Cs

klmn

(x0)"s
mn

(x0)dx0 in ⌦r.

The key term in the homogenization procedure is the average polarization stress h�C(x) :

"(x)i
⌦

, and it can be computed as a summation of the contribution from each inclusion

based on Eq. (3.10) and (3.13).

(3.17) h�C(x) : "(x)i
⌦

=
1

|⌦|

Z

⌦

�C(x) : "(x)dx =
1

|⌦|

NX

s=1

Z

⌦s

�Cs(x)"s(x)dx.

3.1.2. Additive overlapping condition

Another way of overlapping inclusions is to take the summation of relative sti↵ness tensors

of all the inclusions involved in the overlapping. By using the characteristic function

defined in Eq. (3.4), the relative sti↵ness tensor at any point in ⌦ can be written as

(3.18) �C(x) =
NX

r=1

�
r

(x)�Cr(x).

Similarly, one can substitute Eq. (3.18) into the original integral equation (3.5) and

decompose the integral into each individual inclusion domain, so that the new integral

equation in ⌦ becomes

(3.19) "
ij

(x) = "0
ij

�
NX

s=1

Z

⌦s

�
ijkl

(x,x0)�
s

(x0)�Cs

klmn

(x0)"
mn

(x0)dx0 in ⌦.

In Eq. (3.19), the strain in the s-th inclusion can be defined as

(3.20) "s(x0) = �
s

(x0)"(x0).
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According to the definition of "s(x0), the following condition should be satisfied,

(3.21) �
t

(x)"s(x) = �
s

(x)"t(x) in ⌦.

Finally, the integral equation in the r-th inclusion becomes

(3.22) "r
ij

(x) = "0
ij

�
NX

s=1

Z

⌦s

�
ijkl

(x,x0)�Cs

klmn

(x0)"s
mn

(x0)dx0 in ⌦r.

It can be shown that Eq. (3.17) for the average polarization stress h�C(x) : "(x)i
⌦

is also

satisfied under additive overlapping condition.

In Table 3.1, I summarize the mathematical formulations of both weighted-mean and

additive overlapping conditions.

Table 3.1. Summary of mathematical formulations for weighted-mean and
additive overlapping conditions.

Weighted-mean overlapping Additive overlapping

Overall relative sti↵-
ness tensor

�C(x) =

NP
r=1

�0
r

(x)�Cr(x)

NP
r=1

�0
r

(x)

�C(x) =
NP
r=1

�
r

(x)�Cr(x)

Definition of strain in
each inclusion

"s(x0) =
�0
s

(x0)
NP
t=1

�0
t

(x0)

"(x0) "s(x0) = �
s

(x0)"(x0)

The integral equation
in each inclusion

Lr(x)"r
ij

(x) = "0
ij

�
NP
s=1

R
⌦s

�
ijkl

(x,x0)�Cs

klmn

(x0)"s
mn

(x0)dx0

Lr(x) =
NP
s=1

�0
s

(x)/�0
r

(x) Lr(x) = 1

Average polarization
stress

h�C(x) : "(x)i
⌦

=
1

|⌦|
NP
s=1

R
⌦s

�Cs(x)"s(x)dx

By comparing Eq. (3.22) with (3.16), one can see that the only di↵erence is the

coe�cient Lr(x) before "r
ij

(x) on the left hand side, due to di↵erent definitions of the

strain in each inclusion. It should be noted, that the entire procedure of deriving the

integral equation in each inclusion–based on the given overlapping condition–is general,
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and it can be applied to other overlapping conditions as long as the overall relative sti↵ness

tensor is a linear combination of those in each inclusion. Although the overlap condition

could take many forms based on the physics of a material system, I will focus on the

weighted-mean and additive overlapping conditions in this chapter.

3.2. General homogenizing scheme

In this section, I aim to calculate the e↵ective constitutive equation for a heteroge-

neous material containing multiple overlapping inclusions. Rather than using full direct

numerical simulation, which is time-consuming (especially for complex microstructures

with important features on scales much smaller than the RVE, such as nanocomposite),

an analytical micromechanics method will be developed to homogenize the multi-inclusion

system more e�ciently, and to take into account inclusion overlap.

The first step is to elucidate the essential assumption of the extended micromechanics

methods for overlapping geometries. In order to probe the properties at a given point, a

new test inclusion randomly will be inserted into the original material. Since overlapping

is allowed, this test inclusion may overlap with the matrix material and other existing

inclusions at the same time. In order to simplify the physical picture, the dimension of the

test inclusion is assumed to be orders of magnitude smaller than the original inclusions,

while its shape and material constituents are kept the same. Therefore, the strain and

material properties surrounding the test inclusion can be considered constant, and the

overlapping state in the test inclusion can be considered homogeneous. For example, if

the test inclusion was relatively large, it could overlap with one inclusion through part of

its domain and two inclusions through another part, and the physical picture would be

more complicated. Under this assumption, the test inclusion is equivalent to a sampling

point in the original material, and the outcomes of this random testing process form a

sample space ⌅,

(3.23) ⌅ = {⇠
0

, ⇠
1

, ⇠
2

, ...}, with
X

⇠i2⌅

p(⇠
i

) = 1,
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where ⇠
i

is an overlapping state in ⌅ at the sampling point (or test inclusion), and p is

a probability function mapping ⌅ to [0, 1]. For example, p(⇠
0

) represents the probability

that the sampling point is in the matrix material, and p(⇠
3

) in the Boolean-Poisson model

(see Eq. (A.3)) represents the probability that the sampling point overlaps with three

inclusions.

For the overlapping state ⇠
0

, there is no overlapping of inclusions at the sampling

point, so that the test inclusion is inserted into the matrix material as shown in Figure

A.1(a). For this state, the strain in the test inclusion "test can be related to the average

strain in the matrix "̄m (similar to the concept in the Mori-Tanaka method [92, 10]),

(3.24) "test
(⇠0)

= T
(⇠0) : "̄

m,

where T
(⇠0) depends on the shape of the inclusion, the properties of both the inclusion

and matrix materials, and is not necessarily uniform in the inclusion. However, when the

test inclusion is ellipsoidal in 3D (or elliptic in 2-D) with uniform material properties,

T
(⇠0) will be a constant relating to the Eshelby’s tensor Sm of the matrix material. The

definition of Eshelby’s tensor can be found in Appendix B, and its expression for a 3-D

spherical inclusion in given in Eq. (B.4). More interestingly, Benveniste has shown that

Eq. (3.24) takes inclusion interactions into account although "test
(⇠0)

is only a function of "̄m

[10].

For the overlapping state ⇠
i

(i 6= 0), the test inclusion is inserted into a non-matrix

region with a sti↵ness tensorC
(⇠i) and strain ✏̂

(⇠i). Similarly, the strain in the test inclusion

can be determined by

(3.25) "test
(⇠i)

= T
(⇠i) : ✏̂(⇠i) for i 6= 0.

Other than the inclusion shape and material properties, T
(⇠i) is also related to the over-

lapping condition and the corresponding integral equation (3.16) or (3.22).

In order to approximate the strain ✏̂
(⇠i), I use the strain concentration tensor A as

(3.26) ✏̂
(⇠i) = A

(⇠i) : "̄.
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where A
(⇠i) is the strain concentration tensor of the overlapping state ⇠

i

. Inserting Eq.

(3.26) in Eq. (3.25) gives:

(3.27) "test
(⇠i)

=
�
T

(⇠i) : A(⇠i)

�
: "̄ for i 6= 0,

For a 3-D spherical (or circular in 2-D) inclusion embedded in a homogeneous medium,

the strain concentration tensor becomes a function of Eshelby’s tensor, the properties

of the inclusion, and the properties of the surrounding medium. Here, the inclusion is

assumed to have a sti↵ness tensor C
(⇠i). The surrounding material properties are assumed

to be that of the e↵ective medium C̄, as in self-consistent methods [48, 23, 26]. The

strain concentration tensor of overlapping state ⇠
i

then becomes:

(3.28) A
(⇠i) =

h
I+ S̄ : C̄

�1

: (C
(⇠i) � C̄)

i�1

for i 6= 0,

where I is the forth-order identity tensor and by S̄ denotes the Eshelby’s tensor of the

e↵ective medium. Using Eq. (3.28), the strain in the test inclusion becomes:

(3.29) "test
(⇠i)

=

✓
T

(⇠i) :
h
I+ S̄ : C̄

�1

: (C
(⇠i) � C̄)

i�1

◆
: "̄ for i 6= 0,

An illustration of the simplified model for state ⇠
i

(i 6= 0) is provided in Figure 3.2(b).

State !"

#",		&'(

State  !)	(+ ≠ 0)

#(/0), 12(/0) = 4(/0):&'

#'	,		&'(5) (6)

Test inclusion

Non-matrix phase

Test inclusion

Figure 3.2. Illustration of the physical models for di↵erent overlapping states.
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From Eq. (3.24) and (3.27), the expected value of strain in the test inclusion h"testi is
defined as

(3.30) h"testi =
X

⇠i2⌅

p(⇠
i

)"test
(⇠i)

= p(⇠
0

)T
(⇠0) : "̄

m +

2

4
X

⇠i2(⌅\⇠0)

p(⇠
i

)T
(⇠i) : A(⇠i)

3

5 : "̄

In addition, the following equation for the average strain must be satisfied,

(3.31) "̄ = (1� f
c

)"̄m + f
c

"̄c,

where "̄c is the average strain in the overall inclusion phase. By assuming that all of the

inclusions share the same expectation of strain with the test inclusion, "̄c can be written

as a function of h"testi,

(3.32) "̄c = F(h"testi),

where F is a function depending on the overlapping condition (as shown in Eq. (3.38)

and (3.46)). For a material with non-overlapping inclusions, one simply has "̄c = h"testi.
Finally, based on Eq. (1.1), (3.9) and (3.17), the e↵ective sti↵ness C̄ can be calculated.

As we can see from Eq. (3.30), the extended micromechanics method is self-consistent

since A
(⇠i) depends on C̄; therefore, the e↵ective sti↵ness tensor will be calculated itera-

tively using a fix-point method in this work. A special case exists when the inclusions do

not overlap with each other (or p(⇠
0

) = 1), and Eq. (3.30) becomes

(3.33) h"testi = T
(⇠0) : "̄

m if p(⇠
0

) = 1.

In this case, the extended micromechanics method reproduces the Mori-Tanaka method,

and no iteration is required when solving the e↵ective sti↵ness tensor.

3.3. Results for Boolean-Poisson model under di↵erent overlapping

conditions

In this section, the extended micromechanics method will be used to predict the ef-

fective sti↵ness tensors of the Boolean-Poisson model under weighted-mean and additive
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overlapping conditions. Details of the Boolean-Poisson model can be found in Appen-

dix A. The predictions will be compared with DNS results computed by the FFT-based

method introduced by Moulinec and Suquet [93]. The original sti↵ness tensor before

overlapping is uniform and equal to Cc in each inclusion.

The homogenization of the Boolean-Poisson model will be considered in the cases of

spherical voids or spherical hard inclusions in 3-D. All the material interfaces are assumed

to be perfectly bonded. The Young’s modulus and Poisson’s ratio of the matrix material

are E0 = 1 GPa and ⌫0 = 0.3. The material properties of hard inclusions are Ec = 100

GPa and ⌫c = 0.3. Due to convergence issues with the FFT-based DNS methods for

infinite contrasted material properties [93, 94], the Young’s modulus of “void” is chosen to

be a small value (0.001 GPa) rather than equal to 0 GPa. In the FFT-based computations,

I have run 6 samples on 2003 grids for each set of material parameters.

1) Weighted-mean overlapping condition

For the weighted-mean overlapping condition, the weighting function of each inclusion

⌘
r

(x) is chosen to be equal to 1, so that �0
r

(x) = �
r

(x). In the non-matrix region (i.e.,

overlapping state ⇠
i

(i 6= 0)), one has

(3.34) C
(⇠i) = Cc and A

(⇠i) =
h
I+ S̄ : C̄

�1

: (Cc � C̄)
i�1

for i 6= 0.

Based on the inclusion-wise integral equation (3.16) under weighted-mean overlapping

condition and Eshelby’s solution for spherical inclusions, the concentration factors can be

determined as,

(3.35) T
(⇠0) =

⇥
I+ S0 : (C0)�1 : (Cc �C0)

⇤�1

and

(3.36) T
(⇠i) =

1

i+ 1

h
I+ S

(⇠i) : C
�1

(⇠i)
: (Cc �C

(⇠i))
i�1

=
1

i+ 1
for i 6= 0,

Where the 1/(i+ 1) term comes from the coe�cient before "r
ij

(x) in Eq. (3.16) (or Lr(x)

in Table 3.1). Also in Eq. (3.36), C
(⇠i) = Cc in accordance with Eq. (3.34), resulting in

the cancellation of the sti↵ness terms. By substituting Eq. (A.4) and (3.36) into (3.30),
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the expectation of strain in the test inclusion under weighted-mean overlapping condition

becomes

(3.37) h"testi = e��V

c
T

(⇠0) : "̄
m + (⇢c � e��V

c
)A

(⇠i) : "̄.

Then, based on the definition of inclusion-wise strain in Eq. (3.13), it can be shown that
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Figure 3.3. E↵ective Young’s modulus of Boolean-Poisson model under
weighted-mean overlapping conditions.

the average strain in the inclusion phase is

(3.38) "̄c =
�V c

f
c

h"testi,

and Eq. (3.31) for the overall average strain becomes

(3.39) "̄ = (1� f
c

)"̄m + �V ch"testi,

with the volume fraction of the inclusion phase f
c

provided in Eq. (A.7). Moreover, the

overall average stress defined in Eq. (3.9) can be written as

(3.40) �̄ = C0 : "̄+ �V c(Cc �C0) : h"testi.

Combining Eq. (3.37), (3.39) and (3.40), �̄ can be eventually expressed as �̄ = C̄ : "̄. The

e↵ective sti↵ness tensor C̄ of the Boolean-Poisson model under weighted-mean overlapping
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condition is given by

(3.41) C̄ = C0 + �V c(Cc �C0) :
T

(⇠0) + (⇢c � e��V

c
)A

(⇠i)

I+ �V cT
(⇠0)

with T
(⇠0) and A

(⇠i) defined in Eq. (3.35) and (3.34)

Results of the Boolean-Poisson model for hard inclusions and “voids” (soft inclusions)

under weighted-mean overlapping condition are shown in Figure 3.3. In both situations,

the e↵ective Young’s modulus vs. inclusion volume fraction curves predicted by the

proposed method are bound by the Mori-Tanaka method and Hill’s self-consistent method.

Each DNS data point has 6 samples on a 2003 grid. Comparing to the DNS results, the

proposed method underestimates the e↵ective Young’s modulus for hard inclusions, and

overestimates it for voids. In particular, the predicted modulus becomes negligible for a

critical void volume fraction of f
c

⇡ 0.85 which agrees with the DNS result very well,

while the self-consistent method estimates this critical volume fraction to be f
c

= 0.50.

More importantly, the proposed method can account for the overlapping e↵ects while

the Mori-Tanaka and self-consistent methods only account for volume fraction of the

inclusions phase. For example, the proposed model can account for the distribution of

inclusions through the Boolean-Poisson model or a non-overlapping model; whereas, the

Mori-Tanaka and self-consistent method cannot account for inclusion distributions.

2) Additive overlapping condition

For the additive overlapping condition, the material in the inclusion phase is heteroge-

neous, and the overall sti↵ness tensor is proportional to the number of inclusions involved

in the overlapping. For overlapping state ⇠
i

(i 6= 0), the overlapping sti↵ness tensor and

the corresponding strain concentration tensor are

(3.42)

C
(⇠i) = i(Cc�C0)+C0 and A

(⇠i) = {I+S̄ : C̄
�1

:
⇥
i(Cc �C0) +C0 � C̄

⇤
}�1 for i 6= 0.

As we can see from Eq. (3.42), C
(⇠i) and A

(⇠i) now vary with the overlapping state ⇠
i

.

Based on the inclusion-wise integral equation (3.22) under additive overlapping condition

and Eshelby’s solution for spherical inclusions, the concentration factors for di↵erent
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overlapping states can be determined as

(3.43) T
(⇠0) =

⇥
I+ S0 : (C0)�1 : (Cc �C0)

⇤�1

and

(3.44) T
(⇠i) =

h
I+ S

(⇠i) : C
�1

(⇠i)
: (Cc �C0)

i�1

for i 6= 0,

where, T
(⇠i) depends on the overlapping state. Substituting Eq. (A.4) into (3.30) gives
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Figure 3.4. E↵ective Young’s modulus of Boolean-Poisson model under ad-
ditive overlapping condition.

the expectation of strain in the test inclusion under additive overlapping condition

(3.45) h"testi = e��V

c

(
T

(⇠0) : "̄
m +

" 1X

i=1

(�V c)i

i!
T

(⇠i) : A(⇠i)

#
: "̄

)
.

Similarly, the average strain in the inclusion phase "̄c can be related to h"testi through
Eq. (3.20),

(3.46) "̄c = h"testi

Then, the overall average strain can be expressed as

(3.47) "̄ = (1� f
c

)"̄m + f
c

"c,



47

However, the expression of the average stress stays the same as Eq. (3.40),

(3.48) �̄ = C0 : "̄+ �V c(Cc �C0) : "c.

With Eq. (3.45), (3.47) and (3.48), the e↵ective sti↵ness tensor C̄ of the Boolean-Poisson

model under additive overlapping condition can be calculated as

(3.49) C̄ = C0 + �V c(Cc �C0) :
T

(⇠0) + e��V

c P1
i=1

(�V c)i

i!
T

(⇠i) : A(⇠i)

I+ f
c

T
(⇠0)

,

where T
(⇠0) and A

(⇠i) are defined in Eq. (3.43) and (3.42). In Eq. (3.49), the summation

on the right hand side should be truncated for numerical calculation since no simplified

analytical form exists. In the following 3-D example, �V c will go up to 5 (f
c

= 0.993), so

25 terms will be kept in the summation to guarantee that the coe�cients (�V c)i/i! of the

abandoned terms are less than 1⇥ 10�8.

Results of the Boolean-Poisson model for hard inclusions under the additive overlap-

ping condition are shown in Figure 3.4. The proposed method captures the DNS trend

well, especially at high volume fractions. Both the Mori-Tanaka and the self-consistent

method cannot consider the additive overlapping e↵ect, so they do not perform well at

high volume fraction of the inclusion phase. However, if one switch from the original

Boolean-Poisson model to a non-overlapping model, the proposed method will degrade to

the Mori-Tanaka method.

3.4. Application to viscoelastic polymer nanocomposite

Nanoparticle-reinforced polymer composites have attracted intense attention in the

research and industrial communities during the past decades. As the size of filler particles

approaches the nano-scale, composite materials may exhibit advantageous thermal, elec-

trical or mechanical properties, even with addition of a small amount of fillers [3, 102].

Because of these extraordinary behaviors, polymer nanocomposites also show promise as

multi-functional materials in automotive and aerospace industries [101].

Many polymer fillers do not adhere to simple geometric shapes (i.e., spheres, dia-

monds, cylinders). Rather, fillers, such as carbon-black in tire applications, tend to have



48

irregular geometries and to form networks of agglomerated filler particles [118]. Even,

more pristine filler particle structures, such as nano-diamonds, will form larger aggregates

unless explicitly processed to prevent such formation [91].

Both experiments and molecular dynamics (MD) simulations have suggested that there

exists an interphase region in the vicinity of a nanoparticle, with dramatically di↵erent

thermal-mechanical, mechanical and structural properties than observed in bulk polymer

[30, 119, 65, 21]. For example, Cheng et al. measured the modulus of confined poly-

mer films adjacent to a plane substrate through atomic force microscopy (AFM)-based

indentation, and the thickness of the interphase is found to be around several tens of

nanometers [21]. However, directly measuring mechanical properties (e.g., dynamic mod-

uli) of the interphase in a nanoparticle-reinforced polymer composite can be challenging

and/or time-consuming. In this thesis, I am interested in using the overall mechanical

properties of the polymer composite to inversely predict the interphase properties. This

motivates us to develop a general homogenization method in a natural and e�cient way,

that allows us to consider the shape and spacial distributions of the nanoparticles, prop-

erties of the interphase and, more importantly, the e↵ects of overlapping regions.

This section will discuss the interphase modeling of polymer nanocomposites. For

this system, the inclusion is comprised of a spherical core particle (e.g., carbon or sil-

icon nanoparticles) surrounded by an interphase region. As a result of the interaction

between the polymer matrix and nanoparticles, the material properties in the interphase

are di↵erent from those of the bulk polymer matrix material. The material properties

are assumed to be uniform in the nanoparticle and interphase before any overlapping

occurs. The sti↵ness tensor of the nanoparticle phase is Cnp, while the sti↵ness tensor of

the interphase is Cip. The weighted-mean overlapping condition is chosen for the model.

The weighting functions of the nanoparticle and interphase are denoted as ⌘np and ⌘ip

respectively. Even if an interphase region overlaps with a particle, the particle properties

should not be a↵ected. To enforce this condition, ⌘np is chosen to be much larger than

⌘ip,

(3.50) ⌘np � ⌘ip.
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The spacial distribution of the inclusions is chosen to follow the Poisson point process

in the Boolean-Poisson model. For these distributions, the aforementioned single phase

model is first extended to two phases and then is applied to viscoelastic polymer compos-

ites.

For linear viscoelastic materials, one can use the complex modulus E⇤ to represent

the steady-state dynamic nature of the material,

(3.51) E⇤(i!) = E 0(!) + iE 00(!) = |E⇤(i!)|ei�(!),

where i is the imaginary unit that satisfies i2 = �1, and ! is the angular velocity. The

storage modulus is given by E 0 and the loss modulus by E 00. E 0 and E 00 are also called

the dynamic moduli of the material. The phase lag between a steady oscillating stress

and strain is �(!). These values are related by

(3.52) tan �(!) =
E 00(!)

E 0(!)
.

3.4.1. Boolean-Poisson model with two-phase inclusions

The volumes of the nanoparticle and interphase are denoted as V np and V ip respectively,

with V np+V ip = V c. As shown in Figure 3.5, the center of the first inclusion O
1

is inside

B
0

, so that its nanoparticle phase overlaps with x
0

. For the second inclusion, its center O
2

is inside B
1

so that its interphase overlaps with x
0

. For the third inclusion, its center O
3

is outside both B
0

and B
1

so that it will not influence the material properties at x
0

. Thus,

the influence region with a center at the sampling point x
0

can now be divided into a

sphere with volume V np (region B
0

) and a thick shell with volume V ip (region B
1

). If the

center of an inclusion is inside B
0

, its nanoparticle phase will overlap with the sampling

point. Because the weighting function of the nanoparticle phase is much larger than that

of the interphase, the corresponding sti↵ness tensor C
(⇠i) = Cnp at the sampling point. If

the center of the inclusion is inside B
1

, its interphase will overlap with the sampling point.

However, C
(⇠i) = Cip only occurs when centers of all the other inclusions are outside B

0

,

and this state has a conditional probability equal to e��V

np
. Finally, if an inclusion center

is neither in B
0

nor in B
1

, the inclusion will not overlap with the sampling point, and



50

!"

Influence region  #"
Influence region  #$

%&%$
%'

!": sampling point 

Figure 3.5. Illustration of the influence region B
0

centering at the sampling
point x

0

.

the properties at the sampling point will remain unaltered as the matrix material. By

taking all the possible situations into account, one can divide the sampling space ⌅ into

three subsets based on the material properties at the sampling point as shown in Figure

3.6. Set ⌅
ip

includes the states when C
(⇠i) = Cip, and Set ⌅

np

includes the states when

C
(⇠i) = Cnp.

State !"
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Figure 3.6. Illustration of the physical models of the two-phase inclusion
under di↵erent overlapping states.

After calculating the probability function of each state using Eq. (A.2), the volume

fractions of the nanoparticle phase f
np

and interphase f
ip

can be derived as

(3.53) f
np

= 1� e��V

np
, f

ip

= e��V

np
h
1� e��V

ip
i
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For mechanical properties, Eshelby’s solution of spherical inclusion [32] and Tanaka-

Mori’s theorem [95] can be directly applied to model in Figure 3.6(b) and 3.6(c). However,

due to the interphase e↵ects, for the model in Figure 3.6(a), there exists no closed-form

solution for inclusion strain, and strains in the nanoparticle phase and interphase become

non-uniform. I adopt the assumption in [96] that the strains are uniform in the nanopar-

ticle and interphase, so that Eshelby’s solution is applicable. While this assumption loses

some accuracy in representing the spatial variation of strain in inclusions, it is believed

that these spatial variations should have a minor e↵ect on the e↵ective properties. How-

ever, if these spatial variations are needed, the inclusion could be discretized as in [71].

By taking all overlapping states into account, one can get the expected values of the strain

h"test
np

i in the nanoparticle phase and h"test
ip

i in the interphase of the test inclusion (see Eq.

(C.1) and (C.2)). In order to close the scheme, the equations of average strain and stress

are needed, which are given as

(3.54) "̄ = (1� f
np

� f
ip

)"̄m + �
�
V nph"test

np

i+ V iph"test
ip

i
�
,

and

(3.55) �̄ = C0 : "̄+ �
�
V np�Cnp : h"test

np

i+ V ip�Cip : h"test
ip

i
�
,

where h"npi and h"ipi are the expectations of strain in the nanoparticle phase and inter-

phase respectively.

Finally, the e↵ective sti↵ness tensor C̄ of the Boolean-Poisson model with two-phase

inclusions can be expressed as

(3.56) C̄ = C0 + �
�
V np�Cnp : hAnpi+ V ip�Cip : hAipi

�
,

where hAnpi and hAipi are defined in Eq. (C.8). More detailed derivations are provided

in Appendix C.
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3.4.2. Inverse modeling of interphase properties

Next, I will demonstrate how to combine our micromechanics model with experimental

data from a composite to approximate the interphase properties in 3-D. The experimental

data of carbon-black filled styrene butadiene rubbers with various volume fractions of

fillers (0%, 2.4%, 13.0%, 16.7%, 20.0% and 23.0%) from Diani’s paper [27] is used, where

0% filler represents the matrix properties. Dynamic mechanical analysis (DMA) was used

to experimentally characterize the linear viscoelasticity of each material, and the master

curves of the storage modulus E 0 and loss modulus E 00 were reconstructed at a reference

temperature 0�C. The matrix and interphase are considered nearly incompressible with

Poisson’s ratios of ⌫
0

= 0.499 and ⌫
ip

= 0.499 respectively. The Young’s modulus and

Poisson’s ratio of the nanoparticle material (carbon-black) are E
np

= 30 GPa and ⌫
np

=

0.19 respectively. The complex modulus and thickness of the interphase are assumed to

be independent of the volume fraction of nanoparticles.
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Figure 3.7. Flowchart summarizing the inverse modeling of interphase properties.

A flowchart describing the inverse modeling of interphase properties is provided in

Figure 3.7. For a given interphase thickness d
ip

, together with the known properties

of the matrix and nanoparticle materials, the e↵ective complex modulus of a simulated
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composite E⇤
simulated

is only a function of the interphase’s complex modulus E⇤
ip

, based on

Eq. (3.56). As shown in the “Optimization” box, the objective is to find the optimum

interphase complex modulus that minimizes the di↵erence between the simulated e↵ec-

tive modulus E⇤
simulated

(E⇤
ip

) and the experimentally measured value E⇤
expt

for the same

composite material. Since no constraint is put on the interphase properties in our current

work, the optimization problem becomes a root-finding exercise, which solves for E⇤
ip

such

that

(3.57) �E⇤ = E⇤
simulated

(E⇤
ip

)� E⇤
expt

= 0 at each frequency point.

The experimental data for nanoparticle volume fraction 20% is chosen as the reference for

E⇤
expt

. In order to solve Eq. (3.57), the secant method is used to search for the complex

modulus of the interphase at every frequency point. The recurrence relation using the

secant method can be written as

(3.58) E⇤
ip

[n] = E⇤
ip

[n� 1]� �E⇤[n� 1]
E⇤

ip

[n� 1]� E⇤
ip

[n� 2]

�E⇤[n� 1]� �E⇤[n� 2]
,

where n denotes the iteration number. One will continue this process until a su�ciently

high level of accuracy is reached with respect to the experimental results for the composite

modulus. After obtaining the interphase modulus E⇤
ip

, one can calculate the e↵ective

properties of another composite with a di↵erent amount of fillers (specifically compared

to a volume fraction 23%). By comparing these predictions with experimental data, one

can evaluate whether the choice of the interphase thickness (d
ip

) is physical.

Using the procedure in Figure 3.7, the interphase thickness (d
ip

) is found to be in the

range

(3.59) d
ip

= 0.60R
np

to 0.65R
np

,

which gives converged interphase modulus, as well as accurate predictions of the e↵ective

dynamic moduli within the whole frequency range (1�108 Hz). For typical nanoparticles

with radius R
np

= 30 nm, the interphase thickness is around 18�20 nm, which is realistic
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Figure 3.8. Predicted interphase’s storage modulus (Left) and loss modulus (Right).

according to AFM nano-indentation experiments in [21]. In this section, I will show the

results for d
ip

= 0.62R
np

.
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Figure 3.9. Experimental validation of the inversely predicted interphase
properties for nanoparticle volume fraction 2.4%, 13.0% and 16.7%.

The predicted dynamic moduli of the interphase are shown in Figure 3.8 together

with those of the matrix material. As we can see from the figure, the dynamic moduli

of the interphase is higher than the dynamic moduli of the matrix across the whole

frequency range due to the presence of polymer-nanoparticle interaction. Also the ratio
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of interphase dynamic moduli to the dynamic moduli of bulk matrix is larger in the

lower frequency (higher temperature) domain, indicating a stronger e↵ect of polymer-

nanoparticle interaction.

Furthermore, the predicted dynamic moduli and the choice of the interphase thickness

are validated against experimental data with nanoparticle volume fraction 2.4%, 13.0%

and 16.7%. As we can see from Figure 3.9, the experimental data agrees well with the

predictions of the extended micromechanics method across the whole frequency range.

Since our model’s interphase properties and thickness were predicted with one set of filler

volume fractions (20% and 23%) and – using these interphase properties – the model

showed agreement for a di↵erent set of volume fractions (2.4%, 13.0% and 16.7%), it is

suggested by our proposed method that the amount of nanoparticles has little influence

on interphase properties.
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CHAPTER 4

Data-driven Homogenization: Self-consistent Clustering

Analysis

Analytical micromechanicsl methods [32, 46, 48, 71, 72] are very e�cient because

they describe the heterogeneous material by several microstructural descriptors, rather

than considering the whole RVE explicitly. However, they are based on mean-field as-

sumptions and linear superposition, which usually only provide a rough estimated solution

of the Lippmann-Schwinger equation. This limits their application to materials with com-

plex microstructure and localized nonlinear behavior where plasticity is present.

In order to consider the complex interaction within arbitrary microstructure, the start-

ing point of material homogenization is a high-fidelity Representative Volume Element

(RVE) of the material, i.e. a representative domain of the microstructure of a material.

This high-fidelity RVE can be analyzed by di↵erent methods, e.g. fast-Fourier transforma-

tion based micromechanics method [93], such that accurate predictions of the material’s

mechanical behavior are achieved. However, the computational cost associated with these

RVEs is usually significantly large because they involve a very fine numerical discretiza-

tion to capture the microstructural shapes of the material and its detailed mechanical

behavior. In this chapter, a data-driven reduced-order homogenization method called

self-consistent clustering analysis (SCA) is developed [70], which enables both accuracy

and e�ciency by integrating advanced data clustering techniques and micromechanics

theories.

4.1. Discretization of the Lippmann-Schwinger equation

With the aim of lowering the computational expenses one may consider decomposing

the high-fidelity RVE into a group of large subdomains, obtaining a reduced RVE – Figure

4.1. These subdomains are designated as material clusters henceforth. However, if one
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Representative Unit 

Cell (RUC) 

Domain decomposition 

Reduced 
Representative Unit 

Cell (RUC) 

100 X 100 mesh 8 clusters 

Figure 4.1. Illustration of arbitrary domain decomposition for a high-
fidelity RVE.

uses the same analysis method considered for the high-fidelity RVE, the resolution for

the analysis is degraded, and the accuracy of the predictions decreases. For example, if

using the finite element method, the larger subdomains (material clusters) would have to

correspond to larger finite elements, introducing limitations in the shape of these clusters

and the accuracy of the solution. The procedure used to determine these material clusters

will be introduced later in Section 4.2. In addition, assume that every local variable �
m

(x)

within each material cluster is uniform. This is equivalent to considering a piecewise

uniform approximation to the local variables of interest in the RVE:

(4.1) �
m

(x) =
kX

I=1

�I

m

�I(x),

where �I

m

is the homogeneous variable in the I-th material cluster and �I(x) is the

characteristic function in the domain of the I-th material cluster ⌦I , defined as

(4.2) �I(x) =

8
<

:
1 if x 2 ⌦I

0 otherwise

from which the following cluster averaging relationship can be written,

(4.3)

Z

⌦

�I(x)[•]dx ⌘
Z

⌦

I

[•]dx

where [•] signifies any quantity of interest to be averaged in the cluster domain ⌦I .
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Remark 1. Starting from this chapter, the subscript ⇤
m

denotes a microscopic or

local quantity in the RVE. For example, "
m

represents the microscopic strain. Moreover,

the subscript ⇤
M

denotes a macroscopic quantity in the RVE.

Under these assumptions, a system of equations can be derived by successively ho-

mogenizing each material cluster via the Lippmann-Schwinger equation, the Lippmann-

Schwinger equation is averaged for each cluster:

(4.4)

1

cI | ⌦ |

Z

⌦

�I(x)�"
m

(x)dx

+
1

cI | ⌦ |

Z

⌦

Z

⌦

�I(x)�0(x,x0) :
⇥
��

m

(x0)�C0 : �"
m

(x0)
⇤
dx0dx��"0 = 0,

where this equation follows directly from averaging the original integral equation within

the I-th cluster, and where the first term corresponds to �"I
m

. Moreover, recalling the

piecewise uniform assumption of all the local variables, Eq. (4.1),

(4.5) �"
m

(x) =
kX

J=1

�J(x)�"J
m

, ��
m

(x) =
kX

J=1

�J(x)��J

m

where �"J
m

and ��J

m

are the incremental stain and stress in the J-th cluster. Hence, Eq.

(4.4) can be simplified according to these relations as,

(4.6)
�"I

m

+
kX

J=1


1

cI | ⌦ |

Z

⌦

Z

⌦

�I(x)�J(x0)�0(x,x0)dx0dx

�
:
⇥
��J

m

�C0 : �"J
m

⇤

��"0 = 0.

where the term within brackets is a well-defined quantity in micromechanical analysis of

materials: the interaction tensor DIJ ,

(4.7) DIJ =
1

cI | ⌦ |

Z

⌦

Z

⌦

�I(x)�J(x0)�0(x,x0)dx0dx,

written as an integral of Green’s function �0(x,x0) in an RVE domain ⌦ with periodic

boundary conditions, and where cI is the volume fraction of the I-th cluster and | ⌦ | is
the volume of domain ⌦.
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Eq. (4.4) can then be re-written considering Eq. (4.7) as

(4.8) �"I
m

+
kX

J=1

DIJ :
⇥
��J

m

�C0 : �"J
m

⇤
��"0 = 0.

After the discretization, the far field strain is still equal to the average strain in the RVE,

(4.9) �"0 =
kX

I=1

cI�"I
m

.

Meanwhile, the macroscopic boundary conditions are also required to be discretized. For

instance, the discrete form of the macro-strain constraint can be written as

(4.10)
kX

I=1

cI�"I
m

= �"
M

or �"0 = �"
M

.

Similarly, the discretized macro-stress constraint becomes

(4.11)
kX

I=1

cI��I

m

= ��
M

.

Also note that the separate averaging of the Lippmann-Schwinger equation introduced

in this section implies that stresses in adjacent clusters are not enforced to be continuous,

but the global average of the local strains and stresses are constrained to coincide with the

macroscopic applied strain or stress. In a way, this is similar to what happens in the finite

element discretization of the conservation of linear momentum equation where the conti-

nuity of stresses is also not enforced between adjacent elements, but global equilibrium is

satisfied.

An important feature of the continuous Lippmann-Schwinger equation is that its so-

lution is independent of the choice of the reference material C0. This can be explained by

the fact that the physical problem is fully described by the equilibrium condition and the

prescribed macroscopic boundary conditions. However, once the equation is discretized

based on the piecewise uniform assumption, the equilibrium condition is not strictly sat-

isfied at every point in the RVE, and the solution of the reduced system depends on the

choices of C0. This discrepancy can be reduced by increasing the number of clusters
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into the system, but with a computational cost increase due to the increased degrees of

freedom. To improve the accuracy, a self-consistent scheme is proposed to correct the

reference material during the online prediction stage. The combination of the o✏ine de-

termination of material clusters and the online self-consistent scheme gives the so-called

Self-consistent Clustering Analysis (SCA).

4.2. O✏ine-stage

Grouping material points with similar mechanical behavior into a single cluster is per-

formed by domain decomposition of the material points using the clustering methods [76].

First, the similarity between two material points is measured by the strain concentration

tensor A
m

(x), which is defined as

(4.12) "
m

(x) = A
m

(x) : "
M

in ⌦,

where "
M

is the elastic macroscopic strain corresponding to the boundary conditions on

the RVE, and "
m

(x) is the elastic local strain at point x in the microscale RVE domain ⌦.

For a linear elastic material, the strain concentration tensor is independent of the loading

conditions. Other metrics such as e↵ective plastic strain and damage indicators can also

be selected as the o✏ine data, but may require extra computation in the o✏ine stage.

For a 2-dimensional (2D) material, the strain concentration tensor A
m

(x) in each

material point has 9 independent components which are determined by direct numerical

simulation (DNS) of the high-fidelity RVE under 3 orthogonal loading conditions. While

for a 3-dimensional (3D) material, A(x) has 36 independent components, needing a set

of DNS under 6 orthogonal loading conditions. The format of the raw data for a 2D

material is shown in Figure 4.2. The dimension of the data is 9 in the 2D case, and N

is the total number of discretization points in the DNS. For example, if the high-fidelity

RVE is discretized by a 600⇥ 600 finite element mesh with reduced integration elements,

then N is equal to 3.6⇥ 105.

After computing the strain concentration tensorA
m

(x), the k-means clustering method

[122] is used to group data points. Additional details about the clustering algorithm are

provided in Appendix D. Since all the material points in a cluster are assumed to have
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Figure 4.2. 2D Data format based on the strain concentration tensor.

the same mechanical responses, the number of the degrees of freedom is significantly re-

duced through this compression/clustering step. The k-means clustering results of 2D

heterogeneous RVEs with di↵erent microstructure at two levels of resolution are provided

in Figure 4.3.

(a) (b) 

(d) (c) 

Figure 4.3. 2D clustering results of a fiber-reinforced composite and amor-
phous material.

Figure 4.3a) and b) show the reduced RVE domain decomposition considering only 8

clusters for the matrix phase, while figures c) and d) were obtained considering 32 clusters

for the same phase. Regions with the same color represent the same cluster. In Figure
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Figure 4.4. 2D clustering results for a larger FEM mesh 1200⇥ 1200.

4.4, clustering results for both matrix and inclusion phase are provided, and a larger FEM

mesh is also used in the o✏ine stage. Moreover, clustering results of a 3D composite with

identical spherical inclusions embedded in the matrix are shown in Figure 4.5. Recall that

the methodology proposed in this work assumes that the local variables in each cluster

are uniform. Therefore, in this example, the finite element mesh of the high-fidelity RVE

that had three hundred and sixty thousand elements was reduced to a few clusters (8

or 32) that can be used to solve the system of equations. This represents an extensive

data compression that is expected to lead to tremendous computational savings in the

posterior online stage.

In the discretized/reduced Lippmann-Schwinger equation, one can utilize the piecewise

uniform assumption to extract the interaction tensor DIJ , which represents the influence

of the stress in the J-th cluster on the strain in the I-th cluster [70]. In a periodic RVE

domain ⌦, the interaction tensor can be written as a convolution of the Green’s function
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Figure 4.5. 3D clustering results of a matrix-inclusion composite with a
FEM mesh 80⇥ 80⇥ 80.

and the characteristic functions,

(4.13) DIJ =
1

cI | ⌦ |

Z

⌦

Z

⌦

�I(x)�J(x0)�0(x,x0)dx0dx,

where cI is the volume fraction of the I-th cluster, and | ⌦ | is the volume of the RVE do-

main. �0(x,x0) is the fourth-order periodic Green’s function associated with an isotropic

linear elastic reference material, and its sti↵ness tensor is C0. This reference material

is introduced in the online stage as a homogeneous media to formulate the Lippmann-

Schwinger integral equation. With the periodicity of the RVE, �0(x,x0) takes a simple

form for isotropic materials in the frequency domain as shown in Chapter 2,

(4.14) �̂
0

(⇠) =
1

4µ0

�̂
1

(⇠) +
�0 + µ0

µ0(�0 + 2µ0)
�̂

2

(⇠),
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with

(4.15) �̂1

ijkl

(⇠) =
1

| ⇠ |2 (�ik⇠j⇠l + �
il

⇠
j

⇠
k

+ �
jl

⇠
i

⇠
k

+ �
jk

⇠
i

⇠
l

)

(4.16) �̂2

ijkl

(⇠) = �⇠
i

⇠
j

⇠
k

⇠
l

| ⇠ |4 ,

where ⇠ is the coordinate in Fourier space corresponding to x in real space, and �
ij

is the

Kronecker delta function. �0 and µ0 are Lamé constants of the reference material. The

expression of �̂0

ijkl

(⇠) is not well defined at frequency point ⇠ = 0. However, imposing

by the boundary conditions for deriving the Green’s function, a uniformly distributed

polarization stress field will not induce any strain field inside the RVE, which indicates

(4.17) �̂0

ijkl

(⇠ = 0) = 0.

Based on Eq. (4.14), the convolution term in the spacial domain in Eq. (4.13) can be

translated into a direct multiplication at each point ⇠ in the frequency domain using a

Fourier transformation,

(4.18) �̄
0

J

(x) =

Z

⌦

�J(x0)�0(x,x0)dx0 = F�1

⇣
�̂J(⇠)�̂

0

(⇠)
⌘
.

As we can see from Eq. (4.15) and (4.16), �̂
1

(⇠) and �̂
2

(⇠) are independent of the

material properties, so that they can be computed for one time only in the o✏ine stage.

If the reference material is changed in the self-consistent scheme at the online stage, only

the coe�cients relating to its Lamé constants in Eq. (4.14) need to be updated.

4.3. Online-stage

To achieve both e�ciency and accuracy, I propose to use a self-consistent scheme in

the online stage, which shows good accuracy with less number of clusters. In the self-

consistent scheme, the sti↵ness tensor of the reference material C0 is set approximately

same as the homogenized sti↵ness tensor C̄ of the whole RVE,

(4.19) C0 ! C̄.



65

The idea of the self-consistent scheme originates from the self-consistent method in classi-

cal micromechanics [48], where a representative inclusion is assumed to be embedded in a

e↵ective medium. The self-consistent scheme proposed here plays a very similar role as the

self-consistent method, and it is more accurate for a material/RVE with more disordered

microstructural morphology. For a multi-phase material with a phase that dominates the

material property, such as matrix with densely embedded non-overlapping inclusions, the

self-consistent scheme in Eq. (4.19) may not be a good choice. In those cases, it is better

to approximate the reference material in the same manner as the e↵ective sti↵ness tensor

C̄
⇤
in the dominating phase/Matrix,

(4.20) C0 ! C̄
⇤
.

The homogenized sti↵ness tensor C̄ of the RVE can be expressed as

(4.21) C̄ =
kX

I=1

cICI

alg

: AI

m

,

where CI

alg

is the algorithm sti↵ness tensor of the material in the I-th cluster and is an

output of the local constitutive law for the current strain increment in the cluster,

(4.22) CI

alg

=
@��I

m

@�"I
m

The strain concentration tensor of the I-th cluster AI

m

relates the local strain increment

in the I-th cluster �"I
m

to the far-field strain increment �"0,

(4.23) �"I
m

= AI

m

: �"0.

The strain concentration tensor AI

m

can be determined by first linearizing the discretized

integral equation (4.8) using CI

alg

and then inversing the Jacobian matrix from the New-

ton’s method. Since C̄ is only required for the self-consistent scheme, the calculation C̄ is

performed once after the convergence of the Newton’s method to save the computational

cost. Similarly, the e↵ective sti↵ness tensor C̄
⇤
in the dominating phase/matrix can be
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calculated as

(4.24) C̄
⇤
=

 
k

⇤X

I

cIAI

m

!�1

:
k

⇤X

I

cICI

alg

: AI

m

,

where k⇤ represents the clusters inside the dominating phase/matrix.

Due to the nonlinearity of the material responses, such as plasticity, it is usually not

possible to determine an isotropic C0 which provides an exact match with C̄. Here, two

types of self-consistent schemes have been proposed to approximate Eq. (4.19): 1) linear

regression of average strain increment �"̄ and stress increment ��̄ (or regression-based

scheme) and 2) isotropic projection of the e↵ective sti↵ness tensor C̄ (or projection-based

scheme).

In the regression-based scheme [71], the self-consistent scheme is formulated as an

optimization problem: the goal is to find an isotropic C0 that minimizes the error between

the predicted average stress increments. The inputs of the regression algorithm are the

average strain increment �"̄ and stress increment ��̄, which are computed as

(4.25) �"
M

=
kX

I=1

cI�"I
m

and ��
M

=
kX

I=1

cI��I

m

The objective of the regression-based scheme is to find the �0 and µ0 of the reference

material by computing

(4.26)
�
�0, µ0

 
= argmin

{�0
,µ

0}
||��

M

� f (�0, µ0) : �"
M

||2,

where ||Z||2 = Z : Z for an arbitrary second-order tensor Z. The function f (�0, µ0) can be

expressed as

(4.27) f (�0, µ0) = �0I⌦ I+ µ0II.

where I is the second-rank identity tensor, and II is the symmetric part of the fourth-rank

identity tensor. Equivalently, the cost function g(�0, µ0) of the optimization problem can

be written as

(4.28) g(�0, µ0) = ||��
M

� f (�0, µ0) : �"
M

||2.
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The optimum point is found via the respective partial derivatives of the cost function,

(4.29)
@g

@�0

����
�

0
,µ

0

= 0 and
@g

@µ0

����
�

0
,µ

0

= 0,

which forms a system of two linear equations in terms of the Lamé constants. The system

always has a unique solution except under a pure-shear loading condition, where �0 is

under-determined. In this case, the value of �0 is not updated. Additionally, g (�0, µ0)

vanishes when the e↵ective macroscopic homogeneous material is also isotropic linear

elastic.

Although this scheme does not require computing C̄ explicitly, it has mainly two

drawbacks. First, the optimization problem is under-determined under pure shear or

hydrostatic loading conditions, so that one of two independent elastic constants needs

to be estimated. More importantly, the modulus of the optimum reference material may

become negative under complex loading conditions, which is deleterious to the convergence

of the fixed-point method.

To resolve the problems in the regression-based scheme, a new self-consistent scheme

is proposed based on projection of the e↵ective sti↵ness tensor C̄, which is formulated

as two well-defined optimization problems. For a 2D plane strain problem, the sti↵ness

tensor of the isotropic reference material C0

pe

is decomposed as

(4.30) C0

iso

= 20J+ 2µ0K,

where the 2D bulk modulus can be related to the Lamé parameters,

(4.31) 0 = �0 + µ0.

The fourth-rank tensor J and K are defined as

(4.32) J =
1

2
(I⌦ I) and K = II� J,

where I is the second-rank identity tensor, II is the fourth-rank symmetric identity tensor.

It can be shown that J and K are orthogonal to each other,

(4.33) J :: K = 0,
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and

(4.34) J :: J = 1, K :: K = 2.

To find the optimum 0 and µ0 from the projection of the e↵ective sti↵ness tensor C̄,

two optimization problems are defined

(4.35) 0 = argmin
{0}

||
⇥
C̄�C

iso

(0)
⇤
: �"0

h

||2

and

(4.36) µ0 = argmin
{µ0}

||
⇥
C̄�C

iso

(µ0)
⇤
: �"0

d

||2,

where �"0
h

and �"0
d

are the hydrostatic and deviatoric parts of the far-field strain incre-

ment �"0. By taking the derivative of the cost functions in Eq. (4.35) and (4.35) for

finding the stationary points, the optimum 0 and µ0 can be expressed in Voigt notation

as

(4.37) 0 =
C̄

11

+ C̄
12

+ C̄
21

+ C̄
22

4

and

(4.38) µ0 = ⌘
1

✓
C̄

11

� C̄
12

� C̄
21

+ C̄
22

4

◆
+ (1� ⌘

1

)C̄
33

+ ⌘
2

(C̄
13

� C̄
23

� C̄
32

+ C̄
31

),

with

(4.39) ⌘
1

=
(�"0

11

��"0
22

)2

(�"0
11

��"0
22

)2 + (��0

12

)2
, ⌘

2

=
(�"0

11

��"0
22

)��0

12

(�"0
11

��"0
22

)2 + (��0

12

)2
.

For cases when the denominator (�"0
11

� �"0
22

)2 + (��0

12

)2 vanishes, I set ⌘
1

= 0.5 and

⌘
2

= 0. Specifically, if the e↵ective macroscopic material is orthotropic, the third term in

Eq. (4.38) can be dismissed. Similarly, this self-consistent scheme can also be extended to

3D materials. The expressions of 0 and µ0 for the 3D self-consistent scheme are derived

based on Eq. (4.35) and (4.36).

(4.40) 0 =
C̄

11

+ C̄
12

+ C̄
13

+ C̄
21

+ C̄
22

+ C̄
23

+ C̄
31

+ C̄
32

+ C̄
33

9
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and

(4.41) µ0 =
�"0

d

: C̄ : �"0
d

�"0
d

: T : �"0
d

,

where T is a transformation tensor derived from the optimum problem. It can be written

in Voigt notation as

(4.42) T =

8
>>>>>>>>>><

>>>>>>>>>>:

4/3 �2/3 �2/3 0 0 0

�2/3 4/3 �2/3 0 0 0

�2/3 �2/3 4/3 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

9
>>>>>>>>>>=

>>>>>>>>>>;

Finally, the algorithm of the self-consistent scheme is shown in Box I in a general

sense. For nonlinear materials, the stress increment ��J

m

is a nonlinear function of

its strain increment �"J
m

, and Newton’s method is usually used to solve the nonlinear

system iteratively at each load increment. Additional details on the Newton’s iteration

are provided in the Appendix E.
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Box I General algorithm for the self-consistent scheme

(1) Initial conditions and initialization: set (0, µ0) ;n = 0; {�"I
m

,�"0}
n

= 0

(2) For loading increment n+1, update the interaction tensor DIJ and the sti↵ness

tensor of the reference material C0 based on (0, µ0)

(3) Solve the discretized Lippmann-Schwinger equation (4.8). For nonlinear mate-

rials, Newton’s method is used

(4) Compute the e↵ective sti↵ness tensor C̄, and calculate the optimum (0, µ0)

using Eq. (4.37) and (4.38) (projection-based scheme) or using Eq. (4.29)

(regression-based scheme)

(5) Check error criterion for (0, µ0); if not met, go to 2

(6) Update the strain and stress increments: {�"I
m

,�"0}
n+1

, {��I

m

}
n+1

(7) Update the index of loading increment: n n+ 1

(8) If simulation not complete, go to 2.

4.4. Numerical examples

The proposed reduced order homogenization method was applied to 2D plane strain

and 3D heterogeneous materials under di↵erent load cases. As detailed in the previous

sections, the whole modeling framework can be divided into two stages: 1) o✏ine stage;

and 2) online stage. In the 2D plane strain examples, two types of materials with di↵erent

microstructures as shown in Figure 4.3 are analyzed. The first one is a composite material

with identical circular fibers (phase 2) embedded in the matrix (phase 1), where the fiber

volume fraction was considered as V
f2 = 30%. The second 2D plane strain example is a

two-phase material with microstructure obtained from a phase-field simulation based on

the Cahn-Hilliard equation, where the volume fraction of either phase is equal to 50%.

For convenience, the two types of materials are abbreviated as fiber-reinforced composite

and amorphous material, respectively.

Two examples in 3D are also presented: one was chosen as a two-phase composite

material with identical spherical inclusions embedded in the matrix (volume fraction of

20%), and the other as an amorphous material with a microstructure obtained from a 3D
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phase-field simulation (volume fraction of 50%). All the microstructures considered in the

examples are periodic.

The same material properties are used in the 2D and 3D problems. For the linear

elastic direct numerical simulations in the o✏ine stage, the Young’s moduli and Poisson’s

ratios of phase 1 and 2 are:

(4.43) E
1

= 100 MPa, ⌫
1

= 0.3; E
2

= 500 MPa, ⌫
2

= 0.19.

The clustering results for all these materials can be found in Figure 4.3, 4.4 and 4.5. Each

reduced RVE obtained for a chosen number of clusters is then analyzed in the online

stage. Note that the same reduced RVE can be used for predicting plastic behavior of the

material with any local plasticity laws for each phase (no additional calibration needed).

Therefore, the following examples considered two di↵erent plasticity laws in order to assess

the predictive capabilities of the proposed approach.

Two plasticity laws were considered in the online stage for phase 1 (the matrix mate-

rial). Both laws considered a von Mises yield surface,

(4.44) f = �̄ � �
Y

("
p

) 6 0,

where �̄ is the von Mises equivalent stress, and the yield stress �
Y

is given by the chosen

hardening law that depends on the equivalent plastic strain "
p

.

The first hardening law considered was piecewise linear and isotropic as follows,

(4.45) �
Y

("
p

) =

8
<

:
0.5 + 5"

p

"
p

2 [0, 0.04)

0.7 + 2"
p

"
p

2 [0.04,1)
MPa.

The other hardening law considered was the following power-law,

(4.46) �
Y

("
p

) = 0.1 + 0.3"0.4
p

MPa.

The plasticity simulations were conducted under di↵erent loading conditions. For

example, under uniaxial tension the macroscopic strain "
11

is prescribed, and the macro-

scopic stresses vanish in all other directions: �
ij

= 0 for i, j 6= 1. For pure shear loading

condition, �
12

is imposed, and the remaining stress-free conditions are applied similarly.
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The predictions given by the reduced order modeling, including macroscopic behavior

and microscopic stress/strain fields, are validated against high-fidelity direct numerical

simulations (DNS) using the finite element method with a fine mesh and imposing periodic

boundary conditions. The computational e�ciency of the proposed method is discussed

as well.

4.4.1. Two-dimensional nonlinear elasto-plastic materials

Particularly relevant is the assessment of the predictive capabilities of the proposed model

when capturing the nonlinear plastic behavior of the RVE under various loading condi-

tions, as well as the computational cost (CPU time and memory) when compared to the

DNS. First, the influence of the self-consistent scheme on the plastic predictions is inves-

tigated considering the two hardening laws introduced previously: the piece-wise linear

hardening, Eq. (5.32); and the power-law hardening, Eq. (4.46). Figure 4.6 presents the

stress-strain results for the fiber-reinforced composite subjected to uniaxial tension for

these two hardening laws of the matrix.
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Figure 4.6. The e↵ect of the self-consistent scheme.

As can be observed in the figure, although the error of the method when compared

to DNS is reduced in each case by increasing the number of clusters, the self-consistent

scheme converges significantly faster for a desired level of accuracy. This is especially

visible for the power-law nonlinear hardening. When plastic yielding happens in the
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heterogeneous material, the macroscopic tangent sti↵ness tensor starts decreasing when

compared to the elastic case due to localized plasticity in the matrix, so that Cmatrix is no

longer a good choice for the tangent sti↵ness C0 of the reference material. By consistently

updating C0 with an approximate value of the e↵ective sti↵ness of the RVE, see Box 2.2,

the evolution of the local internal variables in each cluster is captured more accurately.

Another point to be considered is the e↵ect of the A-based clustering used during the

o✏ine stage. As discussed in that section, the k-means clustering was done based on the

strain concentration tensor A(x) at each data point, with the purpose of grouping the

data points with similar mechanical behavior into one cluster. A more naive compression

scheme would be to do the clustering purely based on the spatial coordinates x of the data

points, i.e. grouping points by their spatial proximity instead of considering the similarity

of mechanical behavior. This position-based clustering leads to a cluster map resembling

a Voronoi diagram, as illustrated in Figure 4.7 (left) for 32 clusters in phase 1 for the

fiber-reinforced composite. The reader is encouraged to compare this figure with Figure

4.3c) to see the di↵erence in the clustering scheme for the same number of clusters but

using the A-based clustering.
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Figure 4.7. The e↵ect of the raw data type on the clustering results (32
clusters) and the macroscopic predictions.
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On the right of Figure 4.7, the results of position-based clustering are compared to

the A-based clustering. In this figure, it is seen that the convergence using the position-

based clusters is poor, and the accuracy of the prediction does not change significantly

even considering 256 clusters for phase 1. On the contrary, with the same number of

clusters, the predictions from A-based clustering reproduce the DNS almost exactly. For

more complex material properties such as damage and fracture, one may also add more

nonlinear information like equivalent plastic strain field into the raw data, so that the

localized behaviors can be well characterized by the clustering steps.
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Figure 4.8. The predictions for the fiber-reinforced composite (left) and
amorphous material (right).

Figure 4.8 includes the stress-strain curves for the fiber-reinforced composite and the

amorphous material considering two di↵erent load cases, uniaxial tension and pure shear,

using the self-consistent scheme. The number of clusters in phase 1 ranges from 1 to

256, and the results from DNS are also provided for comparison. By looking at the plots,

one can conclude that the proposed method is capable of capturing the nonlinear plastic

behavior with significantly fewer degrees of freedom but with a small loss in accuracy.

Furthermore, the refinement of the discretization by including more clusters clearly im-

proves the predictions: a desirable characteristic allowing the analyst to choose between

accuracy and e�ciency.

Figure 4.9 provides a comparison of the local fields obtained from DNS of the high-

fidelity RVE and from the proposed self-consistent clustering analysis of a reduced RVE
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with 256 clusters for phase 1. The figures show that the new method is able to reproduce

the equivalent plastic strain fields, although the localized regions are reproduced in a more

di↵use manner leading to regions with lower strain concentrations. This is expected since

by definition the goal of the proposed approach is to predict as accurately as possible

the global (homogenized) mechanical response with the minimum amount of information

possible. In order to improve the resolution at these regions, the total number of clusters

could be increased or, more wisely, a nonlinear mapping of the k-means clustering could be

applied so that more clusters are assigned to regions needing higher resolution (the issue

is finding these regions, since di↵erent loading conditions lead to di↵erent localization

areas).

(a) Reduced RVE for composite material (b) High-fidelity RVE for composite material

(c) Reduced RVE for amorphous material (d) High-fidelity RVE for amorphous material

Figure 4.9. Equivalent plastic strain fields obtained from DNS and from SCA.

Up to this point the computational cost reduction of the method was not quantified.

Even though the reduction achieved in the number of degrees of freedom is obvious, the
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Figure 4.10. The computational time comparison.

system of equations that is being solved uses an iterative approach, and each equation

involves the summation over every cluster. Therefore, there is a clear trade-o↵ between the

compression of information achieved by the clustering procedure and the actual solution

of the Lippmann-Schwinger equations. Figure 4.10 shows a comparison of computation

time between the proposed approach for di↵erent numbers of clusters and the DNS. The

results are encouraging, especially considering that the DNS finite element analyses were

performed using a commercial code (significantly optimized), while the proposed method

was implemented in MATLAB. A typical two-dimensional DNS took about 1420s (⇡
24min) on one intel i7-3632 processor, while the online stage of the reduced order method

with the self-consistent scheme (in MATLAB) took 4s for k
1

= 16 and 75s for k
1

= 256.

For k
1

2 [1, 512], the computational time is almost proportional to the number of clusters

in the system, which indicates that the most time-consuming part is to update the internal

variables locally at each cluster.

Finally, the reduced order model was also validated against a complex loading path.

Macro-strain constraints are applied on "
11

and �
12

, while �
22

= 0. Thus, the loading

state can be represented by ("
11

, �
12

). As shown in Figure 4.11a), there are three steps in

the loading path, and the material finally returns to the initial state ("
11

= 0, �
12

= 0).

Due to plasticity, "
22

does not necessarily vanish at the final state, which means that

the initial state with "
22

= 0 is not reproduced. The stress-strain curves �
11

-vs-"
11

and
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(a) Illustrations of the complex loading path ("11, �12), where "11
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(b) Normal stress versus normal strain
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(c) Shear stress versus shear strain

Figure 4.11. Response of the reduced RVE under a three-step complex load-
ing path.

�
12

-vs-�
12

given by the reduced-order method and the DNS results are shown in Figure

4.11b) and c). Once again good agreement is observed.

4.4.2. Three-dimensional nonlinear elasto-plastic material

The proposed method was also applied to 3D nonlinear elasto-plastic materials similar to

the previously presented examples in 2D. First, a spherical-particle composite is considered

with the phase 1 being the matrix (as before) and the number of matrix clusters being

k
1

. The volume fraction of the particle phase (phase 2) was considered to be 20% and

k
2

= dk
1

/4e. All the material properties are the same as before (see equations (4.43),

(5.31) and (5.32)). The mesh size of the finite element model considered as the DNS
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was 80 ⇥ 80 ⇥ 80, and the illustration of the mesh in the inclusion phase (phase 2) is

demonstrated in Figure 4.12. The reader is reminded that when generating the raw data,

the strain concentration tensor A(x) has 36 independent components since this is a 3D

RVE. Thus, the dimension of data becomes 36, and a linear increase in the running time

of the k-means clustering occurs.
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Figure 4.12. The 80⇥80⇥80 FE mesh of the 3D composite and the predicted
stress-strain curves.
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Figure 4.13. The 80⇥ 80⇥ 80 FE mesh of the 3D amorphous material and
the predicted stress-strain curves.
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The stress-strain curves given by the self-consistent clustering analysis of the reduced

RVE and the DNS of the high-fidelity RVE results are plotted in Figure 4.12. Although

the convergence rates of macroscopic mechanical properties with respect to the number

of clusters in 3D is not as high as the ones in 2D, good accuracy can be achieved by

assigning 256 clusters in phase 1 (320 in total) under both loading conditions. In terms of

computational cost, a typical DNS with 80⇥80⇥80 mesh took 25.7 hours on 24 cores (in

a state-of-the art high performance computing cluster with the following compute nodes:

Intel Haswell E5-2680v3 2.5GHz 12-cores). The reduced order method (in MATLAB)

took 2s and 50s on one intel i7-3632 processor for k
1

= 16 and k
1

= 256, respectively.

The final example chosen to present in this work is a 3D two-phase amorphous ma-

terial obtained by solving the Cahn-Hilliard equation in 3D. The illustration of the 3D

microstructure is shown in Figure 4.13, and the finite element mesh considered for the

DNS was 80⇥80⇥80. The volume fraction of each phase was defined as 50%, so k
2

= k
1

in

the clustering step. The stress-strain curves in Figure 4.13 show that the predictions given

by the reduced order method converge slower than all the previous examples considered:

this is attributed to the complexity of microstructure in the 3D amorphous material that

leads to fewer similarities in the local stress/strain field, implying the need to use more

clusters in order to characterize the nonlinear behavior appropriately.
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CHAPTER 5

Homogenization for Strain Softening Materials

5.1. Background and motivation

Modeling material damage and localization with continuum damage methods [44, 20]

poses stability challenges because the damaged region of the material will always localize

to a single layer of elements. Further mesh refinement results in thinner localization bands

and reduced energy dissipation, which is contrary to the physical energy dissipation of

localization. This challenge occurs due to the local material strain-softening e↵ect, in

which the tangential sti↵ness matrix is no longer positive definite, leading to an imaginary

wave speed. As such, the boundary value problem becomes ill-posed. Several methods

have been proposed to resolve this mesh-dependence problem due to the strain-softening

e↵ect, such as nonlocal damage model [6], micromorphic continuum [80, 113, 79, 115,

37], phase-field fracture [89, 88], crack band theory [7] and eigen-erosion method [98].

Among all these methods, a material length parameter or the material fracture energy G
f

are introduced to regularize the original ill-posed boundary value problem. For example,

in phase-field model for quasi-brittle fracture [89], G
f

is defined as a material constant

measured from experiment, which limits the energy dissipation per unit area in the crack.

Meanwhile, the material length parameter helps to di↵use the fracture singularity over a

finite damaged region, making it numerically solvable. In nonlocal damage models [6],

the material length parameter is introduced to spread the damaged region over a finite

domain, which allows the objectivity of the numerical solution to be recovered.

Meanwhile, material fracture is sensitive to the microstructure and evaluating these

e↵ects requires a multiscale modeling approach which incorporates these details. A ma-

terial’s microstructure can consist of voids or inclusions which will lead to a non-uniform
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stress and strain state in the microstructure. Multiscale modeling couples the microstruc-

tural stress state with the macroscopic calculation to capture the e↵ects of the microstruc-

ture in a macroscopic calculation. First, an associated strain increment d"
M

at a macro-

scopic integration point is applied as boundary conditions on the microstructural RVE.

According to the Hill-Mandel lemma, the homogenized stress �
M

can be computed by

averaging the microstructural stress �
m

in the RVE. Through this homogenization pro-

cess, the mechanical response at each macro material/integration point is coupled with

a microscale RVE model. Meanwhile, the computed microscopic history-dependent in-

ternal variables are stored in the RVE for continued analysis. This concurrent frame-

work is advantageous since the constitutive law can be adjusted on the fly based on the

microstructural characteristics. The multiscale framework obviates the need for a cum-

bersome equation-based phenomenological constitutive law to account for the behavior

of history-dependent material with complex micro-morphologies and nonlinear behavior

such as plasticity.

However the homogenization scheme introduced in Section 1.1 may encounter stability

problems when the material experiences strain-softening, such as material failure described

by a progressive damage model. The progressive damage model directly applied to the

microstructural RVE su↵ers from material instability due to non-physical strain softening,

leading to results in which the localization occurs in very narrow bands of elements [7, 6,

52]. Since no regularization is introduced in this example, the width of the band depends

on the mesh size. Even if the microscale RVE is regularized with a physical band width,

the homogenized macroscopic stress-strain response still strongly depends on the RVE

size, so that it cannot represent the material behavior at local macroscopic material point

[5].

5.2. Three-step homogenization scheme

A micro-damage stabilization algorithm is proposed which removes the material strain

softening instability associated with traditional damage models. This is accomplished by

introducing a reference elastoplastic RVE and decoupling the damage from the plastic evo-

lution. Similar to the phase-field fracture, the damage parameter (or sti↵ness degradation
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function) models the transition of complementary free energy towards the dissipation en-

ergy due to fracture. No damage is considered in the reference elastoplastic RVE, and its

macroscopic complementary free energy density is proposed as

(5.1) G0

M

=
1

2
�0

M

:
⇥
(C

M

)�1 : �0

M

⇤
=

1

2
�0

M

: "el
M

,

where �0

M

is the macroscopic stress of the undamaged reference RVE, whose e↵ective

elastic sti↵ness tensor is denoted by C
M

. "el
M

is macroscopic e↵ective elastic strain, which

is defined as

(5.2) "el
M

= (C
M

)�1 : �0

M

.

Note that the complementary free energy density G0

M

represents the portion of internal

elastic energy that can be converted to work. If the RVE is purely elastic, G0

M

is equal

to the average strain energy density in the RVE. However, this equivalence will no longer

hold if plasticity happens inside the RVE. Due to the local heterogeneous plastic strain

field, the RVE can only be unloaded to a stress-free state with non-zero strain energy,

which cannot be converted to work.

Assume the microscopic stress and elastic strain of the stress-free state are denoted

by �̂
m

and "̂el
m

, with

(5.3)
1

|⌦|

Z

⌦

�̂
m

d⌦ = 0.

Then the homogenized elastic strain energy density stored in the stress-free state can be

expressed as

(5.4) Û
M

=
1

2|⌦|

Z

⌦

�̂
m

: "̂el
m

d⌦ =
1

2|⌦|

Z

⌦

(C
m

: "̂el
m

) : "̂el
m

d⌦,

where C
m

is the microscopic sti↵ness tensor in the RVE. For the undamaged elasto-

plastic RVE, its microscopic stress and elastic strain are denoted by �
m1

and "el
m1

. The

total strain energy density in the RVE can be written as

(5.5) U
M

=
1

2|⌦|

Z

⌦

�
m1

: "el
m1

d⌦.
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The complementary free energy density can be computed as

(5.6) G0

M

= U
M

� Û
M

=
1

2|⌦|

Z

⌦

(2�̂
m

: "
m2

+ �
m2

: "
m2

) d⌦

where we have

(5.7) "
m2

= "
m1

� "̂el
m

, �
m2

= �
m1

� �̂el

m

and �
m2

= C
m

: "
m2

.

For arbitrary compatible strain field "
m2

, it can be proved that

(5.8)

Z

⌦

�̂
m

: "
m2

d⌦ = 0.

Proof. of Eq. (5.8):

Based on the symmetry of the Cauchy stress tensor, we have

�̂
m

: "
m2

= �̂
m

:
1

2

�
ru

m2

+rTu
m2

�
= �̂

m

: ru
m2

,

where u
m2

is the displacement field corresponding to the compatible strain field "
m2

.

Then, using integration by parts,
Z

⌦

�̂
m

: "
m2

d⌦ =

Z

⌦

�̂
m

: ru
m2

d⌦ =

Z
u
m2

· (�̂
m

· n) d��
Z

⌦

u
m2

· (r · �̂
m

) d⌦

Due to the periodicity of the RVE and stress-free condition,
Z

u
m2

· (�̂
m

· n) d� = 0,

and the equilibrium condition of the stress-free state gives

r · �̂
m

= 0

Noting the above two equations, we conclude the proof of Eq. (5.8). ⇤

Based on Eq. (5.6) and (5.8), the complementary free energy density can be written

as

(5.9) G0

M

=
1

2|⌦|

Z

⌦

�
m2

: "
m2

d⌦ =
1

2|⌦|

Z

⌦

(C
m

: "
m2

) : "
m2

d⌦
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Applying the Hill-Mandel lemma yields the expression in Eq. (5.1)

(5.10) G0

M

=
1

2
�0

M

: "el
M

with

(5.11) �0

M

=
1

|⌦|

Z

⌦

�
m2

d⌦, and "el
M

=
1

|⌦|

Z

⌦

"
m2

d⌦

Damage is introduced to convert the complementary free energy to fracture dissipation

energy. The complementary free energy density of the damaged RVE is proposed as

(5.12) Gd

M

=
1

2|⌦|

Z

⌦

[(1� d
m

)C
m

: "
m3

] : "
m3

d⌦.

with

(5.13)
1

|⌦|

Z

⌦

"
m3

d⌦ = "el
M

The complementary free energy density of the damaged RVE assures that the thermody-

namic force or energy dissipation rate Y
m

is always positive:

(5.14) Y
m

(x) = �@Gd

M

@d
m

=
1

2|⌦| (Cm

: "
m3

) : "
m3

� 0.

Proof. of Eq. (5.14):

Assume the damage parameter d
m

has a infinitesimal change �d
m

only at a point x

inside the RVE. This will result in the change of the sti↵ness tensor (1 � d
m

)C
m

at the

same material point, as well as the strain "
m3

(x) in the new RVE. The change of "
m3

(x)

is denoted by �"
m3

(x). Since the total e↵ective elastic strain is kept the same, we have
Z

⌦

�"
m3

d⌦ = 0

Then the di↵erence in the complementary energy can be expressed as

�Gd

M

= � 1

2|⌦|�dm (C
m

: "
m3

) : "
m3

+
1

|⌦|

Z

⌦

�
m3

: �"
m3

d⌦+ o(�d2
m

).
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Using integration by parts,
Z

⌦

�
m3

: �"
m3

d⌦ =

Z

⌦

�̂
m3

: r�u
m3

d⌦ =

Z
�u

m3

· (�̂
m3

· n) d��
Z

⌦

�u
m3

· (r · �̂
m3

) d⌦.

Based on the periodicity of the RVE and the equilibrium condition, it follows
Z

⌦

�
m3

: �"
m3

d⌦ = 0.

Thus, the di↵erence in the complementary free energy becomes

�Gd

M

= � 1

2|⌦|�dm (C
m

: "
m3

) : "
m3

+ o(�d2
m

),

and the thermodynamic force can be derived as

Y
m

(x) = �@Gd

M

@d
m

=
1

2|⌦| (Cm

: "
m3

) : "
m3

.

Since the sti↵ness tensor C
m

is positive definite,

Y
m

(x) � 0.

⇤

Finally, the e↵ective macroscopic material law of the RVE with damage can be written

as

(5.15) �d

M

= Cd

M

: "el
M

= Cd

M

:
⇣
"
M

� "pl
M

⌘
,

where �d

M

is the macroscopic stress of the damaged RVE, andCd

M

is the macroscopic e↵ec-

tive elastic sti↵ness tensor of the damaged RVE. Moreover, "el
M

and "pl
M

are the macroscopic

e↵ective elastic strain and plastic strain, respectively. The e↵ective material law of the

reference elasto-plastic RVE can be written as

(5.16) �0

M

= C
M

: "el
M

= C
M

:
⇣
"
M

� "pl
M

⌘
,

where �0

M

is the macroscopic stress of the undamaged reference RVE, whose e↵ective

elastic sti↵ness tensor is denoted by C
M

. Assuming the damaged elastoplastic RVE has

the same macroscopic e↵ective elastic strain (or e↵ective plastic strain), the following
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relationship between �d

M

and �0

M

exists

(5.17) �d

M

= Cd

M

:
⇥
(C

M

)�1 : �0

M

⇤
.

In a general multi-dimensional heterogeneous material, the macroscopic e↵ective plastic

strain "pl
M

is not necessarily a volume average of the microscopic plastic strain "pl
m

. Ac-

cording to the definition of the macroscopic material law in Eq. (5.16), �0

M

should vanish

if "
M

coincides with "pl
M

(5.18) �0

M

= 0, if "
M

= "pl
M

(or "el
M

= 0).

The three-step stabilization algorithm is proposed to compute the e↵ective macroscopic

quantities in Eq. (5.15) and (5.16), as illustrated in Figure 5.1.

!"# $"%& !"' 	
1 2 3

Figure 5.1. Illustration of the three-step algorithm on the macroscopic
stress-strain curve.

(1) A strain increment at a macroscopic material point is passed to the reference

elasto-plastic RVE as a homogenized strain increment, d"
M

, and applied as a

boundary condition. The microscopic material law in RVE1 is

(5.19) �
m1

= C
m

:
�
"
m1

� "pl
m

�
.

The microstructural stress and total strain are computed and the microstructural

stress is homogenized using the Hill-Mandel lemma to obtain the macroscopic

stress

(5.20) �0

M

=
1

|⌦|

Z

⌦

�
m1

d⌦.
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(2) The second step is to separate the macroscopic e↵ective elastic strain "el
M

(or

plastic strain "pl
M

) from the total strain. According to Eq. (5.16), the e↵ective

macroscopic elastic strain can be expressed as

(5.21) "el
M

= (C
M

)�1 : �0

M

.

This is equivalent to applying the homogenized stress from RVE1, �0

M

, to a

second RVE which is identical to the first RVE, except that the material is an

undamaged elastic material,

(5.22) �
m2

= C
m

: "
m2

.

The microstructural strain in RVE2 is computed and homogenized so as to yield

the macroscopic elastic strain as

(5.23) "el
M

=
1

|⌦|

Z

⌦

"
m2

d⌦.

(3) Finally, the macroscopic stress of the damaged material can be computed based

on Eq. (5.15)

(5.24) �d

M

= Cd

M

: "el
M

.

This is equivalent to applying the homogenized strain from RVE2, "el
M

, to a third

RVE with damaged elastic material properties,

(5.25) �
m3

= (1� d
m

)C
m

: "
m3

,

where the microscopic damage parameter d
m

is a function of the state variables

in RVE1 or the reference elasto-plastic RVE,

(5.26) d
m

= d
m

(q
m1

).

The microscopic stress in RVE3 is computed and homogenized as

(5.27) �d

M

=
1

|⌦|

Z

⌦

�
m3

d⌦.
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The homogenized stress, �d

M

, is returned to the macroscale model as the damaged

macroscopic stress at the material point corresponding to the macroscopic strain.

Box II Algorithm for the homogenization scheme of multiscale damage

(1) At each material point in the macroscale simulation, pass the strain increment

d"
M

in to the corresponding microscale RVE model.

(2) Analyze the microscale RVE model:

(a) Apply d"
M

to a history-dependent elasto-plastic RVE1 without damage.

The stress is computed and homogenized as �0

M

(b) Apply �0

M

to an undamaged elastic RVE2. The elastic strain is computed

and homogenized as "el
M

(c) Compute the local microscale damage parameter d
m

based on RVE1 anal-

ysis and apply "el
M

to an damaged elastic RVE3. The stress is computed

and homogenized as �d

M

(3) Calculate and store relevant internal variables, such as the e↵ective damage

parameter d
M

(4) Return �d

M

to the macroscale material point.

To characterize the damage state of the RVE, an e↵ective macroscopic damage pa-

rameter, d
M

, can be defined,

(5.28) d
M

= 1� ||�d

M

: �0

M

||
||�0

M

: �0

M

||

The macroscale homogenized material and the associated RVE are usually said to be

fully damaged when d
M

= 1, although it is also possible to fail the RVE at a smaller d
M

to model a more brittle behavior. Note that the e↵ective damage parameter is not defined

as the field average of the local damage parameter, so full damage can be achieved even if

only part of the RVE is fully damaged. The e↵ective damage parameter is a natural by-

product of the homogenization scheme and does not a↵ect the stress-strain relation, but

it does provide a useful state variable/indicator for tracking localization in the macroscale
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simulation. Finally, all the basics steps in the proposed three-step homogenization scheme

are listed in Box II.

5.3. RVE-size independence for the three-step homogenization algorithm

In this section, the e↵ect of RVE size on the homogenized results is evaluated. A

comparison is made between an RVE of size L, an RVE of size 0.5L, and an RVE of size

2L with non-overlapping circular inclusions embedded in the matrix material, as shown

in Figure 5.2. Each RVE has the same inclusion radius, volume fraction and nearest

RVE size: 0.5$

RVE size: $ RVE size: 2$

Matrix (phase 1)
• Elastoplastic with damage

Inclusion (phase 2)
• Hard

• Soft 
%& = 500	GPa, -& = 0.19

%& = 1	GPa, -& = 0.19

%0 = 100	GPa, -0 = 0.19

DNS: 1200×1200 mesh with PBCs

Figure 5.2. Illustration of the microscale RVE of a two-phase heterogeneous
material used for the analysis: matrix (phase 1) with randomly distributed
circular inclusions (phase 2) embedded.

inclusion distance [71]. Inclusions are randomly placed into the matrix material using

an algorithm introduced in [83]. Both hard inclusions and soft inclusions are considered

to be linearly elastic, whose material properties are given in Eq. (5.29) and Eq. (5.30),

respectively,

(5.29) E
2

= 500 GPa, ⌫
2

= 0.19 for hard inclusions,

and

(5.30) E
2

= 1 GPa, ⌫
2

= 0.19 for soft inclusions.
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The matrix phase is assumed to be an elasto-plastic material with damage. In this chapter,

an associative plastic flow law with a von Mises yield surface is considered

(5.31) f = �
v

� �
Y

("
p

) 6 0,

where �
v

is the equivalent von Mises stress. The yield stress �
Y

is determined by the hard-

ening law as a function of the e↵ect plastic strain "
p

, which is a monotonically increasing

internal state variable of the plastic material during the deformation. The hardening law

was considered to be piecewise linear and isotropic,

(5.32) �
Y

("
p

) =

8
<

:
0.5 + 5"

p

"
p

2 [0, 0.04)

0.7 + 2"
p

"
p

2 [0.04,1)
MPa.

The damage evolution law has a similar formulation proposed by [99], where the damage

parameter d
m

is defined as function of the e↵ective plastic strain "
p

(5.33) d
m

("
p

) =

8
><

>:

0 if "
p

 "cr

1� "cr

"
p

exp(�↵("
p

� "cr)) if "
p

> "cr

where ↵ denotes the evolution rate and "cr is the critical e↵ective plastic strain at damage

initiation. Since the damage process is irreversible, ↵ � 0. If ↵ = 0, the material is purely

elasto-plastic with no damage. For positive ↵, a fully damaged condition (d
m

= 1) will

be achieved at a finite "
p

. In this section, the damage evolution rate and critical e↵ective

plastic strain are chosen to be constant,

(5.34) ↵
0

= 100, "cr
0

= 0.02.

Three loading directions in terms of the macroscopic strain "
M

are considered:

1) uniaxial-strain condition [1 0 0]

(5.35) {"
M

}
11

= "̄, {"
M

}
22

= 0, {"
M

}
12

= 0;

2) biaxial-strain condition [1 1 0]

(5.36) {"
M

}
11

= "̄, {"
M

}
22

= "̄, {"
M

}
12

= 0;
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3) shear-strain condition [1 � 1 0]

(5.37) {"
M

}
11

= "̄, {"
M

}
22

= �"̄, {"
M

}
12

= 0;

where "̄ denotes the magnitude of the macroscopic strain.
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Figure 5.3. The DNS results given by the three-step homogenization for
damaged RVEs with hard (left) and soft (right) inclusions under uniaxial
loading.

For each step in the proposed three-step homogenization scheme, the computations

are performed by a finite element model with periodic boundary conditions. Standard

FEM is used for the first two steps, whereas a user-material (UMAT) is implemented to

take the damage parameter into account in the third step.

The homogenized stress-strain curves {�d

M

}
11

-{"
M

}
11

for the damaged RVEs loaded in

the uniaxial-strain condition [1 0 0] are shown in Figure 5.3. The subscript 11 indicates

the tensor component in the 11 direction. For both hard and soft inclusions, it can be

concluded that the macroscopic responses given by the three-step homogenization scheme

are not sensitive to the RVE size.

Furthermore, the material toughness of all the RVEs under three di↵erent loading

conditions are provided in Table 5.1. For RVEs with size 0.5L and L, the relative di↵er-

ences to the corresponding prediction from RVE with size 2L are also given within the

parenthesis in the table. Specifically, the material toughness U
T

is defined as the energy
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Table 5.1. Comparison of the composite toughness U
T

obtained from the
DNS for RVE size 0.5L, L, and 2L. Value in parenthesis indicates relative
di↵erence to the corresponding prediction from RVE with size 2L, toughness
units are GPa.

Hard inclusion

Uniaxial Biaxial shear

0.5L 0.0829(12.8%) 0.3240(5.5%) 0.0111(8.0%)

L 0.0749(1.9%) 0.3184(3.6%) 0.0104(1.1%)

2L 0.0735 0.3072 0.0103

Soft inclusion

Uniaxial Biaxial shear

0.5L 0.0056(22.5%) 0.0060(22.0%) 0.0075(9.8%)

L 0.0044(3.0%) 0.0049(1.2%) 0.0070(2.8%)

2L 0.0046 0.0049 0.0068

per unit volume absorbed before material failure due to load in a fixed loading direction.

In a one-dimensional case, the material toughness is simply the area under a stress-strain

curve. In general, this is expressed mathematically as

(5.38) U
T

=

Z "fM

0

�d

M

d"
M

,

where "f
M

is the failure strain for a fully damaged material (d
M

= 0.99 was used as the

failure strain in this calculation). As we can see from the table, the relative di↵erence of

the material toughness decreases with the RVE size, and the existence of RVE is also vali-

dated. Therefore, no material length parameter needs to be defined in the microscale, and

this RVE homogenization provides an e↵ective material damage model for a macroscale

material point within a concurrent simulation.

5.4. Comparison between SCA and DNS

The SCA reduced order method is first applied to an elasto-plastic RVE without

considering material damage. The clustering database is determined in the o✏ine stage
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using hard inclusions, and the same material database is utilized for both hard and soft

inclusions in the online stage.

Three loading directions in terms of the macroscopic strain are considered: 1) uniaxial

tension, 2) biaxial tension, and 3) shear. The homogenized stress strain curves in the 11

direction ({�
M

}
11

� {"
M

}
11

) of the undamaged RVE with hard and soft inclusions are

presented in Figure 5.4. The numbers of clusters considered in material phase 1 are 1

and 256, and the corresponding DNS results are plotted as the solid lines for comparison.

Analysis of the plots for hard inclusions shows that the SCA predictions under all the
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Figure 5.4. The stress-strain curves of the undamaged RVE with hard (left)
and soft (right) inclusions.

three macro-strain constraints are quite accurate with only one cluster in phase 1. For

soft inclusions, it is not possible to achieve the same accuracy with the same number

of clusters. The right-hand side of Figure 5.4 shows that k
1

= 1 is not su�cient to

capture the stress-strain relation in the elastic or plastic regimes, especially for the uniaxial

and biaxial loading conditions. This observation is consistent with the fact that the

self-consistent theory in analytical micromechanics methods tends to underestimate the

sti↵ness of porous materials. Nevertheless, by increasing the resolution in the RVE, a

good agreement with the DNS results can still be achieved, and with significantly fewer

degrees of freedom than required by DNS.
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The SCA reduced order method is next applied to an elasto-plastic RVE when material

damage is considered. SCA predictions before the energy regularization are shown in

Figure 5.5, 5.6 and 5.7, and DNS results are provided for comparison. With the same level

of discretization, the SCA predictions with material damage considered do not exhibit the

same level of accuracy as the SCA predictions without considering material damage. This

di↵erence is expected since material damage is a more localized process than plasticity,

and more clusters are required for adequate resolution in the damaged region.
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Figure 5.5. The stress-strain curves of the damaged RVE with hard (left)
and soft (right) inclusions under uniaxial loading.

Furthermore, the macroscopic material damage behavior can be characterized by the

material toughness U
T

as a function of "̄
avg

/"̄
R

, where "̄
avg

and "̄
R

denote the macroscopic

normal strain and principle shear strain, respectively. Due to the isotropy of the RVE

considered in this work, the material toughness should be uniquely determined by the

loading direction denoted by "̄
avg

/"̄
R

. For a given set of "̄
avg

and "̄
R

, the loading condition

is defined to be

(5.39) "11
M

= "̄
avg

, "22
M

= "̄
avg

, "12
M

= "̄
R

.

The material toughness U
T

is defined in Eq. (5.38). In each loading path for computing

the material toughness, the loading direction or the ratio "̄
avg

/"̄
R

is fixed.
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Figure 5.6. The stress-strain curves of the damaged RVE with hard (left)
and soft (right) inclusions under biaxial loading.

0.00 0.01 0.02 0.03 0.04
f0Mg11

0.0

0.1

0.2

0.3

0.4

0.5

f<
M

g 1
1

(G
P
a
)

k1 = 4
k1 = 16
k1 = 64
k1 = 256
k1 = 1024
DNS

0.00 0.02 0.04 0.06 0.08
f0Mg11

0.00

0.05

0.10

0.15

0.20

0.25

f<
M

g 1
1

(G
P
a
)

k1 = 4
k1 = 16
k1 = 64
k1 = 256
k1 = 1024
DNS

Figure 5.7. The stress-strain curves of the damaged RVE with hard (left)
and soft (right) inclusions under shear loading.

Figure 5.8 shows the material toughness U
T

of the RVE as a function of the ratio

of "̄
avg

to "̄
R

. For hard inclusions, the toughness decreases monotonically with "̄
R

/"̄
avg

,

and overall e↵ective toughness is higher under the biaxial loading than by pure shearing

loading by more than one order of magnitude. Similar to the matrix material, the e↵ective

damage evolution of the RVE with hard inclusions is dominated by the deviatoric part of

the average stress, resulting in a low toughness under the pure shearing loading.



96

0.01 0.10 1.00 10.00 100.00
0RM=0avgM

0.01

0.10

T
o
u
g
h
n
es

s
U

T
(G

P
a
)

k1 = 4
k1 = 16
k1 = 64
k1 = 256
DNS

0.01 0.10 1.00 10.00 100.00
0RM=0avgM

0.000

0.005

0.010

0.015

0.020

0.025

0.030

T
o
u
g
h
n
es

s
U

T
(G

P
a
)

k1 = 4
k1 = 16
k1 = 64
k1 = 256
DNS

Figure 5.8. The material toughness predictions for RVEs with hard (left)
and soft (right) inclusions.

Again, it should be emphasized that although the SCA database is created based on

the RVEs with hard inclusions, it is valid for other RVEs with the same morphology but

di↵erent combinations of material properties. As a result, the SCA database (clusters

and the interaction tensor DIJ) can be regarded as a microstructural database which

characterizes the geometric heterogeneity of the material and enables the online reduced-

order calculation.

5.5. Energy regularization of the three-step scheme

The damage model should correctly reflect the energy dissipation in the macroscale

fracture process. As a result, parameters in the damage evolution law need to be ad-

justed according to the measured fracture energy G
c

under a given loading direction.

Mathematically, it should have

(5.40) G
c

= GDNS

c

(↵
0

, "cr
0

) = GSCA,k

c

(↵, "cr),

where k denotes the number of clusters in the SCA reduced-order model. The fracture

energy G
c

represents the dissipated energy due to fracture per unit crack area in 3D (or per

unit crack length in 2D) in the macroscale, which serves as a physical material constant

and should not depend on the choice of numerical models. Given a length parameter l
h
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from the macroscale model, G
c

can be expressed as

(5.41) G
c

= l
h

U
F

(↵, "cr),

where U
F

represented the energy dissipated by fracture per unit volume at a material

point. It can be calculated based on the dissipation rate Y
m

defined in Eq. (5.14),

(5.42) U
F

=

Z 1

0

✓Z

⌦

Y
m

ḋ
m

d⌦

◆
dt,

If there is no plasticity inside the RVE, U
F

is equal to the material toughness U
T

in Eq.

(5.38), which indicates that all the work (density) is dissipated by fracture. Although U
F

can only be strictly calculated using Eq. (5.41), I will use U
T

to approximate U
F

if the

portion of energy dissipated by plasticity is relatively low. As a result, the fracture energy

of the RVE can be approximated by

(5.43) G
c

⇡ l
h

U
T

(↵, "cr),

Although the fracture energyG
c

is usually measured experimentally, for demonstration

purposes, I will treat the DNS results as the reference solution, and calibrate the damage

evolution rate ↵ and the critical plastic strain "cr in the SCA model to satisfy the energy

consistency. Since the length parameter l
h

is determined by the macroscale model, one

only needs to match the material toughness between SCA and DNS:

(5.44) USCA,k

T

(↵, "cr) = UDNS

T

(↵
0

, "cr
0

).

The damage parameters ↵
0

and "cr
0

in DNS are listed in Eq. (5.34). On the other hand,

it is also important to match the maximum stress �
c

during the loading process, which

corresponds to ultimate strength of the material.

(5.45) �SCA,k

c

(↵, "cr) = �DNS

c

(↵
0

, "cr
0

).

The damage parameters in SCA are calibrated under uniaxial loading condition. Fig-

ure 5.9, 5.10 and 5.11 show the stress-strain curves predicted by SCA after the energy
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Table 5.2. Calibrated ↵ and "cr in SCA with di↵erent numbers of clusters

hard soft

↵ "cr ↵ "cr

k
1

= 4 52 0.0092 100 0.0015

k
1

= 8 62 0.0112 60 0.0015

k
1

= 16 63 0.0120 60 0.0020

k
1

= 32 67 0.0128 50 0.0020

k
1

= 64 72 0.0134 40 0.0020

k
1

= 128 77 0.0140 30 0.0020

k
1

= 256 81 0.0146 30 0.0025

DNS 100 0.02 100 0.02
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Figure 5.9. The regularized stress-strain curves for hard (left) and soft
(right) inclusions under uniaxial loading.

regularization under all three loading conditions for both hard and soft inclusions. Ta-

ble 5.2 lists the values for calibrated (↵, "cr). For the material with hard inclusions, it

is possible to match the peak stress with very few clusters. For the material with soft

inclusions, more clusters (k
1

> 16) are required to match both the peak stress and the

damage evolution curve.

Since the damage parameters are calibrated only for uniaxial loading condition, the

regularized stress-strain curves under the other two loading conditions can not be matched
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Figure 5.10. The regularized stress-strain curves for hard (left) and soft
(right) inclusions under biaxial loading.
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Figure 5.11. The regularized stress-strain curves for hard (left) and soft
(right) inclusions under shear loading.

exactly. However, as we can see from the Figure 5.12, the agreement of the toughness

between SCA and DNS results becomes much better within the whole spectrum of loading

direction after the regularization, especially for RVEs with soft inclusions. Using a small

number of clusters, the SCA reduced order model with calibrated damage parameters can

achieve good accuracy against DNS results.
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Figure 5.12. The material toughness predictions after regularization for
hard (left) and soft (right) inclusions.

5.6. Nonlocal formulation in macroscale

The macroscopic damage is based on the microscale damage computed using the pro-

posed three-step micro-damage algorithm. The algorithm captures the complex damage

mechanisms due to material heterogeneities at the microstructural level without predefin-

ing the form or requiring a length scale. This is achieved at a local macroscopic point

by homogenizing the damaged stress computed in the microscale RVE. Although the mi-

croscale damage model does not require a nonlocal length scale, the macroscale model is

still subject to the mesh-size dependency and pathological mesh dependency when the

homogenized results from the RVE are passed back to the macroscale material point. To

resolve those issues, a nonlocal macroscale damage formulation is adopted in this work.

Before introducing nonlocal regularization or gradient damage approach, it is well-

known that the damage band will be localized in a single layer of element after strain

softening [7]. As a result, the length parameter l
h

is related to the characteristic length of

the finite elements in the macroscale. Note that if there is no energy dissipation before the

strain-softening regime, l
h

will be directly related to the mesh size l
e

of a finite element

model with square elements,

(5.46) l
h

=
l
e

cos(�)
,
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where |�| < ⇡/4 is the angle of the mesh lines with the crack direction. Similar to the

crack band theory [7], the material toughness in the RVE needs to be calibrated based on

the choice of l
h

to avoid the mesh-size dependency and retain a physical fracture energy,

(5.47) U
T

= G
c

/l
h

.

However, the local model still su↵ers from the pathological mesh dependence, that is,

spurious sensitivity to the arrangement and shape of the mesh. That’s why the nonlocal

damage formulation comes into picture. A nonlocal macroscopic length scale is introduced

via a convolution integral. The nonlocal e↵ective plastic strain, "̃
p

, at point x inside the

RVE is obtained as a weighted average over a spatial neighborhood of the macroscale

point ⇠ under consideration,

(5.48) "̃
p

(x, ⇠) =

Z

B

!(||⇠ � ⇠0||)"
p

(x, ⇠0)d⇠0,

where "
p

(x, ⇠0) is the local e↵ective plastic strain at a microscale point x inside the RVE

associated with macroscale point ⇠0. Then, the nonlocal damage parameter can be calcu-

lated based on the e↵ective plastic strain,

(5.49) d̃
m

= d̃
m

("̃
p

)

The clustering domain decomposition utilized for the reduced order self-consistent

clustering method leads to a discrete form of the convolution integral. The nonlocal

e↵ective plastic strain in the I-th cluster d̃I
m

at point ⇠ of a reduced order RVE can be

written as

(5.50) "̃I
p

(⇠) =

Z

B

!(||⇠ � ⇠0||)"I
p

(⇠0)d⇠0,

where dI
m

(⇠0) is the local damage parameter in the I-th cluster of the reduced RVE at

point ⇠0. Similarly, the nonlocal damage parameter in the I-th cluster can be computed,

(5.51) d̃I
m

= d̃I
m

("̃I
p

).
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The nonlocal weighting function !(||⇠�⇠0||) is normalized to preserve a uniform field,

(5.52) !(||⇠ � ⇠0||) = !1(||⇠ � ⇠0||)R
B

!1 (||⇠ � ⇠0||) d⇠0
,

where B denotes the macroscale support domain for the nonlocal integration. One possible

weighting function, which was utilized for the examples in this work, is a polynomial bell

function with compact support [6],

(5.53) !1(r) =

*
1� 4r2

l2
0

+
2

,

where the Macauley brackets h...i are defined as hxi = max(x, 0), and l
0

is the macroscale

length scale parameter. Since !1(r) vanishes for r > l
0

/2, the support domain B is

circular in two-dimensions, or spherical in three-dimensions, with a radius l
0

/2. Another

possible choice of the weighting function often used in literature is a normalized Gaussian

function,

(5.54) !1(r) = (l
0

p
⇡/2)�Ndim exp(�2r2

l2
0

),

where N
dim

denotes the number of spacial dimensions.

The macroscale nonlocal length parameter, l
0

, determines the width of the damage

localization band, and limits localization to ensure numerical convergence to a physically

meaningful solution. The nonlocal microscale damage parameter d̃
m

(or d̃I
m

) is utilized in

RVE3, resulting in a microscale stress-strain relation in Eq. (5.25) of

(5.55) �
m3

= (1� d̃
m

)C
m

: "
m3

.

For the new three-step homogenization with the nonlocal formulation, the nonlocal mi-

croscale damage parameter d̃
m

is computed in the third step, and the e↵ect of d̃
m

will

propagate to macroscale through homogenization of the third RVE.

Furthermore, the length parameter l
h

in the energy regularization is related to the

nonlocal length parameter l
0

,

(5.56) l
h

= �l
0



103

where � is an empirical parameter characterizing the strain distribution within the lo-

calized damage band, which relates to the choice of the nonlocal weighting function. It

usually ranges between 1.0 and 1.8 in the literature.

In the following example, the damage parameter ↵ and "cr in the SCA model are

calibrated to give the same maximum stress and fracture energy for three di↵erent length

parameters l
h

= 1.0, 2.0 and 4.0 mm. Uniaxial tension loading condition is considered.

The SCA model has 32 clusters in the matrix phase (k
1

= 32), and hard inclusions are

considered in the RVE. For all the cases, the maximum stress and fracture energy in 2D

are

(5.57) �
c

= 1.85 GPa, G
c

= 0.104 GPa ·mm

The calibrated (↵, "cr) are provided in Table 5.3. The stress-strain curves for di↵erent
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Figure 5.13. Calibrated SCA stress-strain curves under uniaxial tension for
length parameter l

h

= 1.0, 2.0, and 4.0 mm.

length parameters l
h

are shown in Figure 5.13.

5.7. Concurrent multiscale simulations

Concurrent multiscale simulations involving strain softening and localization are per-

formed under two-dimensional plane strain condition. The proposed three-step micro-

damage homogenization scheme coupled with the SCA method is used. In these examples,
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Table 5.3. Calibrated ↵ and "cr for di↵erent length parameters l
h

l
h

= 4.0 mm l
h

= 2.0 mm l
h

= 1.0 mm

↵ 540 67 17

"cr 0.0147 0.0128 0.011

U
T

(GPa) 0.026 0.052 0.104

the macroscale properties are determined by the microstructural morphologies and the

microscale constituents. The SCA material database is compiled during the o✏ine stage,

greatly reducing the computational cost of analyzing the microscale RVE model with

minimal loss of accuracy, and making the concurrent simulation computationally feasible.

The homogenized material can predict the macroscale performance while capturing the

physical phenomena appearing in the microscale.

!, #

$%
$%

$%
$%

$&
'

'

$(

' = 25mm
$% = 2.5mm
$( = 5mm
$& = 5.625mm

Microscale SCA model

Figure 5.14. Geometry of the double-notched plate in 2D plane-strain condition.

A 2D tensile specimen with rounded notches in two corners [81] is depicted in Fig.

5.14. The notches in the opposite corners induces a geometric stress concentration which

will induce localization as the loaded upper edge of the specimen is displaced. The material

properties used for the matrix and the inclusion material are given in Section 5.3; both

hard and soft inclusions are analyzed. The simulations are conducted using the explicit

finite element method in ABAQUS/Explicit and the 2D plane strain element with reduced
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integration (one integration point per element), and the micro-damage algorithm with

the SCA model is implemented as a user-defined material (VUMAT). Specifically, LU

decomposition in the Intel R� Math Kernel Library (MKL) is utilized for solving the linear

systems in the SCA model. The macroscopic element will be deleted when the e↵ective

damage parameter d
M

of its associated RVE reaches 0.99.
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Figure 5.15. Load-displacement curves with di↵erent mesh size l
e

for hard
inclusions. The nonlocal length parameter is l

0

= 2 mm.

The e↵ectiveness of the nonlocal formulation is first investigated. The energy regu-

larization is not considered. RVE with hard inclusions is considered in the microscale,

and the SCA database has 32 clusters in the matrix phase. Figure 5.15 presents the load-

displacement curves from the concurrent simulations for three di↵erent FE mesh sizes

in the macroscale l
e

= 0.18, 0.28, 0.38 mm (illustrated in Figure 5.16), and the nonlocal

length parameter is l
0

= 2 mm. Moreover, the crack patterns after the coupon failure for

all three mesh sizes are also shown in Figure 5.16. It can be concluded that given l
0

> 4l
e

,

the nonlocal formulation can e↵ectively diminish the mesh-size dependency, as well as the

pathological mesh-shape dependency.

Figure 5.17 shows the load-displacement curves of RVEs with hard or soft inclusions

predicted by the concurrent simulation before the energy regularization. The numbers of

clusters in phase 1 in the microscale reduced-order model ranges from 4 to 64. Since
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Microscale RVE with hard inclusions, !" = 1	mm

!' = 0.38	mm
(4884	elements)

!' = 0.28	mm
(8689 elements)

!' = 0.18	mm
(19674	elements)

Figure 5.16. Crack patterns with di↵erent mesh size l
e

for hard inclusions.
The nonlocal length parameter is l

0

= 2 mm. The SCA model has 32
clusters in the matrix phase (k

1

= 32).
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(b) Soft inclusions before regularization

Figure 5.17. Load-displacement curves predicted by SCA databases with
di↵erent number clusters k

1

before the energy regularization.



107

0.00 0.10 0.20 0.30 0.40
Displacement " (mm)

0

200

400

600

800

1000

1200

1400

1600

L
o
ad

F
(k

N
)

k1 = 4
k1 = 8
k1 = 16
k1 = 32
k1 = 64

(a) Hard inclusions after regularization
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(b) Soft inclusions after regularization

Figure 5.18. Load-displacement curves predicted by SCA databases with
di↵erent number clusters k

1

after the energy regularization.

the concurrent simulation with microscale RVE modeled by DNS is extremely time-

consuming, the multiscale DNS results are not provided for comparison. A better conver-

gence is observed in models with hard inclusions than those with soft inclusions, and the

prediction has a higher fidelity in the elasto-plastic regime than in the strain-softening

regime. Increasing the number of clusters in the microscale clearly improves the predic-

tion, but the convergence rate is not satisfactory, similarly to the observations in the RVE

homogenization.

Therefore, energy regularization needs to be introduced. The calibrated damage pa-

rameters for di↵erent numbers of clusters have been provided in Table 5.2. The Load-

displacement curves from the concurrent simulations after regularization are shown in

Figure 5.18, and we can see that the accuracy and convergence rate with respect to the

cluster number have been improved, for both hard and soft inclusions. Meanwhile, Figure

5.19 presents the crack patterns from concurrent simulations after regularization, and they

become consistent as the number of cluster is increased. Although the same microstruc-

ture and SCA database have been used, the crack patterns for hard and soft inclusions

are quite di↵erent. The influence of micro-constituent on the macro-responses is captured

by the concurrent simulation driven by the SCA database.
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!" = 4 !" = 16 !" = 64

(a) Hard inclusions after regularization

!" = 4 !" = 16 !" = 64

(b) Soft inclusions after regularization

Figure 5.19. Crack patterns predicted by SCA databases with di↵erent
number clusters k

1

after the energy regularization.

In the next example, the e↵ectiveness of the energy regularization for di↵erent nonlocal

length parameter l
0

is demonstrated in a set of concurrent simulations, with l
e

= 0.28

mm and k
1

= 32. Two nonlocal length parameters are considered: l
0

= 2 mm and l
0

= 4

mm. The calibrated damage parameters after the energy regularization can be found in

Table 5.3, by assuming � = 1 and l
0

= l
h

. Ideally, the simulations with the two length

parameters should give the same results. It can be concluded from Figure 5.20 and 5.21

that the energy regularization e↵ectively reduces the dependence on the length parameter,

and yields consistent results for both load-displacement curves and crack patterns.

The computational times for the 2D concurrent simulations and k
1

ranging from 4 to

64 are listed in Table 5.4. The macroscale mesh size is l
e

= 0.28 mm, and there are in total
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Figure 5.20. Load-displacement curves with di↵erent nonlocal length pa-
rameter l

0

for hard inclusions, before and after the energy regularization.
The mesh size is l

e

= 0.28 mm.
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Figure 5.21. The crack patterns under di↵erent nonlocal length parameter
parameter l

0

for hard inclusions, before and after the energy regularization.
The mesh size is l

e

= 0.28 mm. The SCA model has 32 clusters in the
matrix phase (k

1

= 32).
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Table 5.4. Computational time of the concurrent simulations of various
numbers of clusters in phase 1 on 24 cores.

k
1

4 8 16 32 64

Wall clock time (min) 28 93 428 2662 20021

Wall clock time with MKL (min) 19 44 117 416 1948

8689 elements in the model. All the simulations are conducted on 24 cores (in a state-

of-the art high performance computing cluster with the following compute nodes: Intel

Haswell E5-2680v3 2.5 GHz 12-cores). By using the Intel R� Math Kernel Library (MKL),

instead of the home-made matrix-inversion code, the e�ciency of the computation can be

greatly improved, especially for large number of clusters. This is also important in the 3D

simulations, since the number of degrees of freedom (strain components) in each cluster

increase from 3 to 6.

For the simulations with MKL, a linear scalability with the number of cores is observed

for small number of clusters. When k
1

> 16, the computational time of the concurrent

simulation increases approximately as the square of k
1

. This is di↵erent from the obser-

vation in Figure 4.10 where the computational time for single-scale RVE homogenization

(in MATLAB) is almost proportional to k
1

. The reason is that the matrix inversion part

in SCA online stage is implemented in FORTRAN using a LU decomposition from MKL

library , while the intrinsic inversion operation in MATLAB has already been well opti-

mized. In the future, other iterative inversion algorithms, such as conjugate gradient and

generalized minimal residual method (GMRES), can be adopted to improve the e�ciency

of the concurrent code.

The three-step homogenization scheme and SCA method is further applied to 3D

concurrent simulations for a thick double-notched coupon shown in Figure 5.22. The

cross-section of the 3D coupon is same as the 2D one shown in Figure 5.14, and its

boundary conditions are also same as the 2D ones. The thickness of the FE model is

10 mm. Since symmetric boundary conditions are applied on the back face on the X-Y

plane (no displacement in the Z-direction), the total thickness of the simulated coupon is

20 mm. The characteristic mesh size of the macroscale model is l
e

= 0.38 mm, and the
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&' = 0.38	mm
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.

/0

Figure 5.22. Geometry of the 3D thick double-notched coupon and mi-
croscale SCA model with 8 clusters in the matrix phase.

nonlocal length parameter is l
0

= 2 mm. In the macroscale FE model, there are in total

131625 3D hex elements with reduced integration. In the microscale SCA model, there

are 8 clusters in the matrix phase and 2 clusters in the inclusion phase. Both RVEs with

hard and soft inclusions are considered. All the material parameters are same as before.

Specifically, the non-regularized damage parameters are used, which are provided in Eq.

(5.34).
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Figure 5.23. Load-displacement curves of the 3D concurrent simulations
with hard and soft inclusions within the microscale RVE.



112

Hard inclusions Soft inclusions

Displacement
Δ = 0.188	mm
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Figure 5.24. The crack patterns of the 3D concurrent simulations with hard
and soft inclusions within the microscale RVE.

The load-displacement curves from the concurrent simulations with hard and soft in-

clusions are shown in Figure 5.23, and the crack patterns at di↵erent loading states are

also provided in Figure 5.24. It can be observed that the concurrent simulations can cap-

ture the shear lip towards the outside edge, due to the constraint e↵ects of a thick coupon.

Due to the limitation of computational resources, convergence test and energy regulariza-

tion have not been performed for the 3D problems yet, but these preliminary concurrent

simulations demonstrate the capability of the SCA multiscale modeling framework for

capturing the microstructural e↵ect. By using 72 cores (Intel Haswell E5-2680v3 2.5 GHz

12-cores), the concurrent simulation with the Intel MKL library typically took around

24 hours. The same 3D concurrent modeling framework will be applied to unidirectional

fiber composite in Section 6.2.
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CHAPTER 6

Applications of Self-consistent Clustering Analysis to Nonlinear

Material Systems

6.1. Polycrystal material with crystal plasticity

6.1.1. Background

This section will present a grain-level crystal plasticity model to capture local microstruc-

tures such as those that occur in additively manufactured material – e.g. columnar grains;

the self-consistent clustering analysis (SCA) [72] will be used to vastly increase the speed

of these simulations. This will allow for higher detail or larger regions of interest, both of

which are desirable for predicting damage and fatigue initiation within a part.

Crystal plasticity in conjunction with the finite element method (termed CPFEM)

has been applied to solve both microscopic and macroscopic problems, following from

the early combinations of classical plasticity and the finite element method. It has two

primary variants: polycrystal and single crystal plasticity. In the polycrystal formulation,

each material point is assumed to represent a collection of crystals such that the overall

response of the point is homogeneous. In single crystal plasticity, each material point

is assumed to represent a single crystal, or a point in a single crystal, the deformation

of which is governed by the particularities of single crystal deformation mechanics (e.g.

active slip systems and/or dislocation motion). The former approach is more commonly

used for macroscopic problems, where a relatively large solution volume is desired. The

latter shall be the focus of this chapter and has been used to solve microscopic problems

and obtain the macroscopic properties though homogenization. There are many versions

of crystal plasticity laws in both forms. Here, the basic kinematics and material law of

the version of McGinty and McDowell [77] are applied and will be discussed in the next

section.
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However, the main limitation of CPFEM or DNS method based on crystal plasticity

is the computational cost. As a typical crystal plasticity model needs to solve a set of

nonlinear equations at each integration, it is important to reduce the number of degrees

of freedom to increase the computational e�ciency. Here, the SCA method is extended to

be applicable to crystal plasticity (CP) based on the material microstructure to capture

the deformation mechanics of crystalline solids..

6.1.2. Kinematics

The deformation gradient F can be multiplicatively decomposed as:

(6.1) F = FeFp

where the plastic part Fp maps points in the reference configuration onto an intermediate

configuration which is then mapped to a current configuration through the elastic part Fe.

Note that physically Fp is associated with the dislocation motion, and Fe is a combination

of the elastic stretch and rigid body rotation.

The e↵ect of dislocation motion is modeled by relating the plastic velocity gradient

L̃p in the intermediate configuration (usually denoted by ⇤̃) to simple shear deformation

�(↵):

(6.2) L̃p =

NslipX

↵=1

�̇(↵)(s̃(↵) ⌦ ñ(↵))

where ⌦ is the dyadic product, N
slip

is the number of slip systems, �̇(↵) is a shear rate,

s̃(↵) is the slip direction, and ñ(↵) is the slip plane normal, all for a crystal slip systems

(↵) in the intermediate configuration. The relationship between L̃p and Fp is given by

(6.3) L̃p = Ḟp ·
�
Fp

��1

.

The final task in constructing the crystal plasticity framework is defining the constitutive

laws of elasto-plasticity. A basis of the Green-Lagrange strain Ee and Second Piola-

Kirchho↵ stress Se is chosen from the many conjugate pairs available, which are related
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by:

(6.4) Se = C̃ · Ee =
1

2
C̃ ·

⇥
(Fe)TFe � I

⇤
,

where the elastic sti↵ness tensor C̃ is defined in the intermediate configuration.

A phenomenological power law for the plastic shear rate in each slip system given by

(6.5) �̇(↵) = �̇
0

�����
⌧ (↵) � a(↵)

⌧ (↵)
0

�����

(m�1)✓
⌧ (↵) � a(↵)

⌧ (↵)
0

◆

is used, where ⌧ (↵) is the resolved shear stress, a(↵) is a backstress that describes kinematic

hardening, �̇
0

is a reference shear rate, ⌧ (↵)
0

is a reference shear stress that accounts for

isotropic hardening, and m is the material strain rate sensitivity. Shear stress is resolved

onto the slip directions with:

(6.6) ⌧ (↵) = � : (s(↵) ⌦ n(↵)),

where �, s(↵) and n(↵) are the Cauchy stress, slip direction and slip plane normal respec-

tively, all of which are in the current configuration. The Cauchy stress is given by:

(6.7) � =
1

J
e

⇥
Fe · Se · (Fe)T

⇤
,

where J
e

is the determinate of Fe. The relationship between s(↵) and s̃(↵) is given by

(6.8) s(↵) = Fe · s̃(↵),

and the relationship between n(↵) and ñ(↵) is given by

(6.9) n(↵) = ñ(↵) · (Fe)�1,

which ensures that the slip plane normal vector remains orthogonal to the slip direction

in the current configuration.
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The reference shear stress ⌧ (↵)
0

evolves based on the expression:

(6.10) ⌧̇ (↵)
0

= H

NslipX

�=1

q↵� �̇(�) �R⌧ (↵)
0

NslipX

�=1

|�̇(�)|,

where H is a direct hardening coe�cient and R is a dynamic recovery coe�cient and q↵�

is the latent hardening ratio given by:

(6.11) q↵� = �+ (1� �)�
↵�

where � is a latent hardening parameter. The backstress a(↵) evolves based on the ex-

pression:

(6.12) ȧ(↵) = h�̇(↵) � ra|�̇(↵)|,

where h and r are direct and dynamic hardening factors respectively.

A computational crystal plasticity algorithm needs to solve a set of non-linear equa-

tions from Eq. (6.1) to Eq. (6.12). Di↵erent numerical methods can be used to solve

these equations. McGinty and McDowell [77] gave an implicit time integration algorithm

for the material law with the finite element method. However, the SCA method uses Fast

Fourier Transformation method, CP alorithms have been shown to be e↵ective in this

framework as well. For example, Lebensohn et al. [61] reformulated a crystal plasticity

law for a Fast Fourier Transformation framework to solve micro-mechanics problems with

periodic microstructures. Here, the same crystal plasticity model is implemented in the

SCA and FEM calculations under small-strain assumption, where the Green-Lagrange

strain is approximated by the Cauchy strain. Extension to finite strain is straightforward,

as discussed in Section 2.4.

6.1.3. Examples

In this section, CPSCA is used to predict the overall response of an RVE consisting of

equiaxed, randomly oriented grains with the fully developed plastic strain tensor calcu-

lated a priori as o✏ine database.



117

(a) (b)

Figure 6.1. RVE consisting of 35 equiaxed, randomly oriented grains with
(a) 20⇥ 20⇥ 20 and (b) 40⇥ 40⇥ 40 voxel mesh.

A set of crystal plasticity parameters are listed in Table 6.1; the Young’s modulus and

Possion’s ratio of the soft inclusion are 500 MPa and 0.19, respectively. These parameters

match reasonably well with an FCC metal.

Table 6.1. Crystal plasticity parameters for a FCC metal.

C
1111

(MPa) C
1122

(MPa) C
2323

(MPa)

80869 40356 20257

�̇
0

(s�1) m initial ⌧
0

(MPa)

0.002 10 320

H (MPa) R (MPa) �

0 0 1

initial a
0

(MPa) h (MPa) r (MPa)

0.0 500 0

An example of such an RVE is shown in Figure 6.1. Figure 6.2 shows the comparison

of overall stress-strain curves predicted by CPFEM and CPSCA respectively. One can

see that the overall response for the coarser cases converge to very similar solutions when
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elements or clusters are added. CPSCA results in harder response than the CPFEM solu-

tions when very coarse clustering (e.g. 1 cluster/grain) is used. This is not an exceptional

result, because SCA uses a FFT solution based on the Lippmann-Schwinger equation.
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Figure 6.2. �̄
33

versus ✏̄
33

using CPFEM and CPSCA respectively.

(a) CPFEM: 403 voxels (b) CPSCA: 35 clusters (c) CPSCA: 140 clusters

Figure 6.3. Volume plots of S
33

for three di↵erent cases

The full 3D solution state for S
33

at 5% averaged strain is shown in the opacity and

color contour plots shown in Figure 6.3. With this visualization, some di↵erences in the

interior can be observed: in the CPSCA method, stress is generally more concentrated,

and lower outside of the concentration region, when compared to the CPFEM solutions
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with more distributed and generally higher levels of overall stress. In both solution meth-

ods and with all mesh sizes and number of clusters, stress concentrates in grains with

high Schmid factor. The peak values for the FEM and SCA solutions are generally within

10%, while the minimum values di↵er by more.

Again, the DNS CPFEM implemented as a user material in Abaqus typically takes 587

seconds, 5177 seconds, and 31446 seconds for the 20⇥20⇥20, 30⇥30⇥30 and 40⇥40⇥40
mesh respectively, on 24 cores. With the same number of loading increments, CPSCA (in

FORTRAN) only takes 18 seconds, 96 seconds and 793 seconds using 1 cluster/grain, 2

clusters/grain and 4 clusters/grain respectively on one Intel i7-3632 processor.

6.2. Nonlinear polymer matrix composite with damage

6.2.1. Background

Predictive material modeling is especially challenging for composite materials due to their

hierarchical structure that spans multiple length scales and necessitates the use of multi-

scale analysis in simulation. Figure 6.4 demonstrates an example of polymer matrix com-

posite (PMC) with three di↵erent scales: part (macroscale), woven composite (mesoscale)

and unidirectional fiber composite (microscale). The goal is to find a macroscopic con-

stitutive law with minimum experimental input via a bottom-up hierarchical multi-scale

approach. Because for most composites the general form of the constitutive law of the

microstructures assigned to the integration (aka Gauss or material) points is unknown,

it is necessary to rely on direct numerical simulation (DNS) techniques (aka FE2 [34])

in multiscale FEA to determine the material response at those points. While DNS is

quite flexible and accurate, it is very expensive; rendering DNS-based multiscale design

of materials insurmountable.

Our framework for the modeling of hierarchical composite materials is closely related to

the so-called high-throughput computational materials science wherein a rich database can

be generated to build structure-property maps. The basic idea of database development

for material design of composite is shown in Figure 6.4. Random sampling is firstly

performed in a top-down fashion. In the macro to meso sampling step, a woven lamina
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Macroscale Model
Lay-ups/	Laminates (cm)

Mesoscale Model
Lamina (mm)

Dimension: 9mm	X	9mm	X	1mm
Number of elements: 683000

Dimension: 0.07mm	X	0.07mm	X	0.14mm
Number of elements: 687000

Aligned fibers (um)
Microscale ModelSCA

database
SCA

database

Macro to Meso sampling Meso to Micro sampling

Micro to Meso homogenization:Meso to Macro homogenization

Number of DOFs in the full-field
concurrent system:
				683000×687000 = 4.7×10,,

Number of DOFs in the reduced
order system	based	on	SCA:

				20×20 = 400

Figure 6.4. Three-scale multiscale modeling framework for PMC material
based on SCA.

structure will be assigned to each integration point in the macroscale FE model. The

woven lamina structure can have di↵erent statistical descriptors, such as woven angles,

yarn sizes and spacing distances, which are defined as the random variables and used to

construct the database. Similarly, in the meso-to-micro sampling step, one can assign

UD models with di↵erent random variables such as fiber volume fractions. Since there

are three scales, two homogenization steps need to be considered: the micro-to-meso and

meso-to-macro homogenization. In the homogenization step, the incremental strain at

each material point in the upper-scale model is input into a lower-scale RVE model, and

the corresponding stress of the material point is obtained through averaging in the RVE.

For each set of the random variables or structural descriptors, an RVE is constructed and

an entry in the SCA database is created, where the number of clusters and interaction

tensors between clusters are stored. With this multiscale database, the structure-to-

property map can be built e�ciently and accurately for complex material behaviors, such

as plasticity and damage.
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The current work will only focus on the two-scale multiscale modeling of the unidi-

rectional (UD) fiber composite with both plasticity and damage. The SCA reduced order

model will be validated experimentally at the composite level by comparing its homog-

enized RVE properties with experimental data. With the calibrated damage law, the

concurrent simulation is able to predict the fracture patterns at the coupon level, which

will be also be validated against experiments. All the experimental data is provided by

Dr. Joel Fenner from Northwestern University.

6.2.2. Experimental UD characterization

For the UD composite, Dr. Joel Fenner from Northwestern University has conducted 0�,

10� and 90� o↵-axis tensile tests. The geometries for each of the three tensile test coupons

are shown in Figure 6.5. The thickness of all the coupons are 2.3 mm, which corresponds

to 12 layers of prepreg layers. During each test, the two ends of the coupon can only move

in the loading directions.Specimen Geometries
0° tensile 10° tensile 90° tensile

15mm 2.3mm

Gauge
170mm

Gripping area
~25mm

Tabs

Fiber 
direction

20mm 2.3mm

Gripping area
~25mm

Fiber 
direction

Front view Side view Front view Side view

10°
Gauge

125mm

25mm 2.3mm

Gauge
115mm

Gripping area
~25mm

Fiber 
direction

Front view Side view

Load Load Load

Figure 6.5. UD tensile coupon geometries with di↵erent fiber directions.

The 0� and the 90� tensile coupons are used to measure the UD behavior under

longitudinal tension and transverse tension, respectively. A strain gauge is placed at the
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center of the coupon to measure the strain, and the engineering stress is obtained by

(6.13) �
11

=
F

A
0

or �
22

=
F

A
0

where F is the total force applied on the coupon, and A
0

is the initial coupon cross-

section area. Due to the symmetry, the stress is distributed uniformly inside the 0� and

90� coupons before the failure, so that coupon test data can be directly compared with

the RVE homogenization results. The 10� tensile coupon is intended to measure the UD

properties under longitudinal shear. The shear stress is calculated as

(6.14) �
12

=
F

A
0

sin(10�) cos(10�).

As will be shown later in Section 6.2.4, the stress distribution is actually non-uniform in-

side the 10� coupon, especially when the material undergoes plasticity or damage. There-

fore, the stress derived from the total force in Eq. (6.14) will be di↵erent from the one

obtained from the RVE homogenization.

Microstructure of UD

Thickness 
direction

Figure 6.6. UD microstructure images along the thickness direction at var-
ious length scales.
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Figure 6.6 presents the microstructure images of the UD coupon along the thickness

direction. From the images, it can be clearly seen that the cross-section of the individual

fibers is bean-shaped instead of circular. This irregular shape may introduce more strain

concentration into the system, and have an influence on mechanical properties, such as

failure strength. In the current study, however, each individual fiber is still considered to

have a circular cross-section. Nevertheless, it should be su�cient to capture the elastic

and plastic behaviors, as well as essential failure mechanisms of the UD composite.

6.2.3. Results for UD RVE homogenization

For the UD composite, elastic constants of the pure epoxy and the carbon fiber are

obtained from experiment. Before damage, the carbon fiber is assumed to be orthotropic

elastic, and the epoxy is assumed to be an isotropic elasto-plastic material with von Mises

(J2) plasticity. Although it has been observed in experiment that the epoxy has di↵erent

plastic behaviors under tension and compression [82, 121], von Mises plasticity should be

su�cient for the current investigation as only tension and shear loadings are considered.

The hardening curve of the epoxy is measured from tensile test with the e↵ective plastic

strain "
p

up to 0.005, after which it is first assumed to be almost perfectly plastic (see

Figure 6.9).

Matrix	phase	!" = 16 Fiber	phase	!& = 16

1
2

3

Figure 6.7. UD RVE geometry and SCA clustering results with 16 clusters
in the matrix and fiber phases.
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The UD RVE model is generated by randomly placing non-overlapping fibers into the

matrix. The volume fraction of the carbon fiber is measured to be around 51%. The

mesh size of the DNS model is 10 ⇥ 300 ⇥ 300. Due to symmetry, the results from first-

order homogenization should be independent of the RVE length in the fiber direction. In

the SCA o✏ine stage, the strain concentration tensor is used for the clustering analysis.

Figure 6.7 shows the clustering results with 16 clusters in both the matrix and fiber

phases. In the SCA online stage, the reference material is approximated as the e↵ective

sti↵ness tensor C̄
⇤
in the matrix phase (see Eq. (4.20)).

As we can see from Figure 6.8, the SCA predictions converge to the DNS results

under all the loading conditions. By using 16 clusters in both phases, its accuracy with

respect to DNS is within 10%, which is satisfactory for the current application. In terms

of the computational cost, the SCA model with 16 clusters take 0.08s for each loading

increment on one Intel i7-3632 processor, while a DNS with a 300x300x10 mesh typically

takes 1 hour on 24 cores (in a state-of-the art high performance computing cluster with

the following compute nodes: Intel Haswell E5-2680v3 2.5GHz 12-cores). However, the

predicted stress-strain curves (from both SCA and DNS) under longitudinal shear does

not match the experimental data very well. This is because the hardening curve of the

epoxy has been assumed to be almost perfectly plastic outside the available experimental

data (see Figure 6.9), which underestimates the yield stress for larger e↵ective plastic

strain ("
p

> 0.005). To better approximate the hardening curve, an exponential form is

proposed,

(6.15) �
Y

= �a
2

exp(�a
1

"
p

) + a
3

(MPa)

After the calibration, the parameters are determined to be

(6.16) a
1

= 140, a
2

= 90 MPa, a
3

= 120 MPa

Note that the exponential hardening law performs close to perfect plasticity for large "p,

so that shear band/localization will form within the 10� o↵-axis tensile coupon.

Another interesting feature about the UD composite is that its failure behavior is

totally di↵erent under tension and shear. It is brittle under longitudinal and transverse
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Figure 6.8. Stress-strain curves given by the SCA model. The hardening
curves are assumed to be perfectly plastic after the available experimental
data. Damage is not considered.

tension, while a large plastic deformation can be achieved before failure under longitudinal

shear. This is generally hard to be captured by a macroscopic empirical constitutive law.

However, under the multiscale modeling framework, it becomes much more natural since

di↵erent mechanisms can be considered separately in each individual phase. First, the

failure under longitudinal tension is due to the fiber breakage. The fiber phase is assumed

to be fully damaged if its normal stress in the fiber direction reaches a critical stress
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Figure 6.9. Hardening curves of the epoxy in the UD composite.

Xfiber,

(6.17) dfiber
m

= 1 if {�fiber

m

}
11

> Xfiber,

where df
m

is the microscopic damage parameter in the fiber phase. Under transverse

tension, the material damage is dominated by the debonding on the fiber-epoxy interface

and void growth in the epoxy. Here, a maximum hydrostatic stress law is adopted for the

epoxy phase,

(6.18) depoxy
m

= 1 if pepoxy
m

> Xepoxy,

where p denotes the pressure stress,

(6.19) p = �1

3
(�

11

+ �
22

+ �
33

)

In the three-step algorithm introduced in Section 5.2, the microscopic stress in the first

step is used to evaluate this damage law. On the other hand, the UD composite behaves

like a ductile material under longitudinal shear. In addition to the critical failure defined

in Eq.(6.18), the damage parameter can also evolve with the e↵ective plastic strain,

(6.20) depoxy
m

("
p

) =

8
><

>:

0 if "
p

 "cr

1� "cr

"
p

exp(�↵("
p

� "cr)) if "
p

> "cr
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Finally, all material parameters of the carbon fiber and epoxy are listed in Table 6.2. It

should be noted that all the damage parameters (Xfiber,"
cr

, ↵ and Xepoxy) are calibrated

for the SCA RVE model with k
1

= 16.

Table 6.2. Material parameters for the UD composite.

Carbon fiber

E
1

(GPa) E
2

(GPa) E
3

(GPa) G
12

(GPa) G
13

(GPa)

245.0 19.8 19.8 29.2 29.2

G
23

(GPa) ⌫
12

⌫
13

⌫
23

Xfiber (MPa)

5.9 0.28 0.28 0.67 3675

Epoxy

E
m

(GPa) ⌫
m

a
1

a
2

(MPa) a
3

(MPa)

3.8 0.387 140 90 120

"
cr

↵ Xepoxy (MPa)

0.2 100 38

As we can see from Figure 6.10, the predicted properties of the UD composite agree

with the experimental data very well in both the elastic and plastic regime. The same

parameters will be used in the concurrent framework to predict the failure behavior at

the part level.

6.2.4. Results for concurrent modeling of UD coupons

For the concurrent simulation, the average mechanical response of the UD RVE is trans-

ferred back to the coupon-scale model, which avoids using a empirical constitutive law

for the UD composite. At each integration point in the coupon scale model, a microscale

UD RVE is associated and analyzed on the fly during the simulation, which can be very

time consuming if DNS is used [34]. To expedite the RVE analysis, the SCA method is

proposed to compress the number of degrees of freedom. It has been implemented as a

user-defined material (VUMAT) inside a commercial FEA software (ABAQUS).
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Figure 6.10. Stress-strain curves given by the SCA model with the expo-
nential hardening law and calibrated damage law.

The coupon for the 10� o↵-axis tension test is modeled with a reduced integration hex

element. The geometry is given in Figure 6.5 , and the FE mesh size is 100 ⇥ 16 ⇥ 2

as shown in Figure 6.12(a). The nonlocal damage formulation (see Section 5.6) is used

to avoid pathological mesh dependency, and the length parameter l
0

is chosen as 4 mm.

The microscale SCA database has in total 32 clusters (16 in matrix phase and 16 in fiber

phase). All the material parameters are provided in Table 6.2. From the simulation, the

reaction forces at all nodes on each end are gathered and integrated on the surface to
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determine the total reaction force. The shear strain is averaged at a middle region of the

coupon, similar to how the strain is measured using strain gauge in experiments.
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Figure 6.11. Stress-strain curves of the 10� o↵-axis tensile coupon from
concurrent simulations and experiment.

The predicted stress-strain curves are presented in Figure 6.11. In the concurrent

simulation without damage, the predicted curve agrees very well with the experimental

data when the longitudinal shear strain �̄
12

is less than 0.02. After that, shear bands

with high strain concentration started to propagate from the two ends, and results in a

plateau in the stress-strain curve, which is less than the experimental value. Due to the

strain localization, damage will also initiate in the shear band, and the coupon in the

concurrent simulation with damage fails around �̄
12

= 0.03. It can be concluded that

the RVE homogenization is not comparable to the 10� o↵-axis coupon test for relatively

large strain, since it can not capture the localization e↵ect in the coupon test. On the

other hand, concurrent simulations for the 0� and the 90� tensile coupons have also been

performed. Due to the homogeneous strain distribution within the coupon in either case,

the predicted responses from the concurrent simulation were same as the those from the

RVE homogenization. Further calibration for the shear properties in the UD composite

will be performed.

Figure 6.12(b) shows the crack pattern in the 10� o↵-axis coupon predicted by the

concurrent simulation with SCA database. In the experiment, the crack patterns in 6
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(c) Experimental image of  damaged coupon  

(b) Effective damage field in concurrent simulation
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!, #

Figure 6.12. Comparisons between concurrent simulations and experiment.

samples were consistently same as one shown in Figure 6.12(c). The angle between the

crack and the loading direction was always around 10� for each sample which makes

sense because the break goes along the direction of the fibers. Since no defect has been

introduced, there are two damage initiation sites due to symmetry in the concurrent

simulation. In the end, a single crack dominated the damage process and propagated

through the specimen. It can be observed that the predicted crack pattern agrees with

the experiment very well, showing the capability of the multiscale concurrent framework

based on the SCA method.
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CHAPTER 7

Conclusions and Future Work

7.1. Achievements

This dissertation presents a comprehensive suite of analytical and data-driven reduced-

order homogenization methods with applications to various heterogeneous material sys-

tems, including viscoelastic polymer nanocomposite, generic elasto-plastic material with

and without damage, polycrystal material with crystal plasticity and unidirectional fiber

composite. The contributions of this dissertation are concluded hereafter.

The Lippmann-Schwinger integral equation has been derived based on the concept of

the reference material and its Green’s function in Chapter 2. The equilibrium condition

was transformed from a partial di↵erential equation into the integral equation, and the

resulting formulation is general and independent of the constitutive law of the real ma-

terial. It was first formulated under small-strain assumption, and further extended to

consider finite-strain problems. The Lippmann-Schwinger equation is the basis for both

the analytical and data-driven reduced-order homogenization method in this dissertation.

In Chapter 3, a new mathematical framework of overlapping geometries that allows

for the study of dilute particles, clustered particles or interacting particles was proposed.

Weighted-mean and additive overlapping conditions were introduced to consider various

physical phenomena in the overlapping regions. The corresponding Lippmann-Schwinger

integral equations were derived. The method was capable of capturing the e↵ect of various

distributions of inclusions, while the Mori-Tanaka and self-consistent methods depend

only on volume fraction of the overall inclusion phase. Finally, the proposed method was

applied to a viscoelastic polymer nanocomposite with an interphase region. The inversely

predicted interphase properties, including interphase thickness and complex modulus,were

further validated by experimental data.
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To consider nonlinear history-dependent material behaviors and more complex mi-

crostructural morphologies, a data-driven reduced-order homogenization method called

self-consistent clustering analysis (SCA) was introduced in Chapter 4. A good trade-

o↵ between e�ciency and accuracy is possible with SCA through the domain decom-

position based on k-means clustering of high-fidelity data in the o✏ine stage and the

micromechanics-based self-consistent schemes in the online stage. With numerical exam-

ples on 2D and 3D nonlinear elasto-plastic material, the SCA method was shown to have

several attractive features: accurate, good convergence under refinement, computation-

ally e�ciency, and involving a minimum amount of e↵ort for both the o✏ine and online

stages. Moreover, another major contribution of this dissertation is the construction

of a consistent multiscale framework for softening material. In Chapter 5, a three-step

homogenization scheme was proposed and formulated based on the complementary free

energy. By matching the e↵ective elastic strains of the undamaged and damaged RVE,

strain localization is avoided in the microscale RVE, and the homogenized behavior in the

strain-softening regime is independent of the RVE size. Enabled by the SCA method, as

well as the energy regularization and nonlocal formulation, several concurrent multiscale

simulations have been performed to show the capability of proposed framework. Finally,

the applications to two complex nonlinear material systems, polycrystalline and polymer

matrix composite, have been demonstrated in the Chapter 6.

7.2. Suggestions for future work

There are many promising research directions based on the work in this dissertation,

in terms of both theory development and application. Suggestions are given for di↵erent

future directions.

7.2.1. Analytical micromechanics method and interphase inverse modeling

The analytical micromechanics method for overlapping geometry and inverse modeling

framework can be applied to a broad range of nanocomposite [118, 66, 103]. The

methods of Pedro Ponte Castaeda (nonlinear bounds [17]; second- order estimation of



133

nonlinear phase potential [18]), and George J. Dvorak (transformation field analysis [28])

seem to be the most promising areas for extension of this work to non-linear regimes. In

the transformation field analysis (TFA), all the internal variables (e.g. plastic strain and

elastic strain) are assumed to be uniform in each material phase. To improve the accuracy

for nonlinear materials, several corrections based on mean-field theories have also been

proposed in the literature [19, 100].

In terms of the inverse modeling of interphase properties for viscoelastic polymer

nanocomposite, the thickness of the interphase is currently found by trial-and-error, and

this will be improved by incorporating the thickness into the optimization problem with

a more rigorous mathematical definition. The main challenge here is that an optimum

interphase moduli may not exist if the interphase is not thick enough, which would cause

instability in the optimization algorithm. On the other hand, it is also possible to assume

that the interphase thickness varies with the frequency, which may provide us with more

physical insight into the polymer nanocomposite.

In the current homogenization scheme, the Boolean-Poisson model is assumed for the

distribution of the inclusions. In future work, more realistic microstructural information

can be obtained from experimental characterization. 3D microstructure directly from

experiments is possible but still burdensome even with the state-of-the-art imaging tech-

niques, especially for soft materials like polymer nanocomposite [125, 123]. Thus, a

myriad of reconstruction techniques which computationally generate 3D microstructures

based on 2D images [110, 108, 50, 59, 123] can be used to reduce the complexity and

cost in the experimental stage. The statistical information (e.g. particle distribution)

characterized from the experimental images can then be incorporated into the analytical

model to provide more realistic predictions.

7.2.2. Self-consistent clustering analysis

While the data-driven SCA homogenized shows good accuracy for various material sys-

tems, the convergence of the self-consistent scheme, as well as the influence of the cluster-

ing data, need to be more rigorously investigated, which will pose some new fundamental
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mathematical questions. For macroscopic anisotropic material, it will be helpful to de-

fine a anisotropic reference material in the Lippmann-Schwinger equation, which needs

the Green’s function to be reformulated. For a large number of clusters, the compu-

tational time of SCA with a direct solver (e.g. LU decomposition) will increase as the

cube of number of clusters, which hinders the application of SCA to irregular complex

microstructure, such as polycrystalline materials. Possible solutions include the adoption

of advanced Krylov space solver and parallelization of the code.

In the online stage of SCA, self-consistent schemes have been proposed to improve

the accuracy. However, the mechanism behind the self-consistent schemes require better

understanding through rigorous mathematical investigations. On the other hand, the fix-

point iteration method for solving the self-consistent equation may encounter convergence

problems, and this is currently solved by decreasing the step size of the iteration. In the

future, other root-finding algorithms can be adopted to improve the convergence.

Moreover, extending SCA to finite-strain problem will also be important for materials

under large deformation, such as finite-strain crystal plasticity [29] and hyperelasticity

[24, 54]. There are mainly two challenges of finite-strain SCA. First, the original clus-

ter data based on the elastic strain concentration tensor may not be su�cient for large

deformation during the online stage, and this requires more information (e.g. plastic

strain) input to the o✏ine-stage. Second, for finite-strain problems with more localized

deformation, as well as the small-strain material damage considered in Chapter 5, the

clustering algorithm in the o✏ine-stage needs to better designed, such as controlling the

spacial distribution of each cluster or using non-uniform distance definition.

Since SCA maintains certain local deformation and stress information, it is possible

to apply this method for fatigue performance evaluation. For example, the distribution of

grains and precipitates determines the intrinsic fatigue resistance of precipitation harden-

ing alloys. Statistical volume elements (SVEs) including di↵erent configuration of grains

and precipitates can be sampled based on experimental observation and used to eval-

uate the fatigue resistance. SCA, with its e�ciency, can speed up this process and is

particularly suitable for statistical analysis of fatigue limit.
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7.2.3. Multiscale concurrent simulation with strain softening

In the current mutliscale simulation with damage, each macroscale material point shares

the same microscale RVE. However, a realistic structure-scale damage assessment through

the concurrent simulation should be stochastic, and di↵erent material points in the

macroscale may be associated with di↵erent microscale RVEs based on the statistics.

Here, microstructural characterization and reconstruction play a key role in the database

construction. The new approach will be developed to account for location dependence,

microstructure heterogeneity dependence, and spatial variation of defects due to manu-

facturing processes, and to assess probabilistic damage performance at the macroscale.

Since the initiation and evolution of material damage strongly depend on the microstruc-

ture and the loading path at each material point, it is necessary to consider the damage

behavior of any possible representative microstructure under various loading paths. Vari-

ous characterization and reconstruction techniques, such as correlation functions [69, 43],

descriptor-based methods [123], Gaussian random process [51] and supervised learning-

based approach [15], can be utilized to classify the experimental images (including ab-

normal detection) and to further generate the corresponding microstructural RVEs in

both 2D and 3D. SCA databases will be constructed for these RVEs and assigned to the

macroscale structure through a random sampling process, where spacial microstructural

correlations can also be incorporated.

For large-scale concurrent simulations, it is important to improve e�ciency of the

SCA program (user-defined material). For example, the direct solver (LU decomposition)

is currently used for the matrix inversion part. When the number of clusters increases,

it will be helpful to use iterative solvers, such as generalized minimal residual method

(GMRES) [106]. On the other hand, the SCA program needs to be optimized to decrease

the memory occupation at each integration point for large-scale computation.

In terms of the energy regularization in Chapter 6, no mathematical relation between

the damage parameters and length parameter has been established yet. In the future, it is

promising to build an integrated framework for material damage based on the variational

principle, similar to those in phase-field models for fracture [89, 14, 13]. I am optimistic
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that the data-driven SCA method may be applied to study more intriguing material

systems, like hierarchical structures created by advanced manufacturing techniques [84].
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APPENDIX A

Basics of Boolean-Poisson model

In stochastic geometry, the Boolean-Poisson model (or Boolean model) is a simple

and commonly used method to generate overlapping geometries [22]. In the current

work, all the N inclusions are identical and chosen to be spherical in 3-D (or circular in

2-D) with same radius Rc and volume V c. The center of each inclusion is randomly and

independently inserted into the RVE domain ⌦ obeying a uniform distribution, and the

resulting union of the overlapping inclusion is a realization of the Boolean-Poisson model.

The procedure also refers to a stationary Poisson point process in ⌦ with a rate �, which

is defined as

(A.1) � = N/|⌦|.

The number of inclusion centers K at any point in ⌦ is a Poisson random variable whose

probability function is

(A.2) p(K = k) =
�k

k!
e��,

where k! denotes the k factorial. The expected value of K is equal to the rate �.

Influence region  !"

#"
$%

$&

#": sampling point 

Figure A.1. Illustration of the influence region B
0

centering at the sampling
point x

0

.
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Due to the simplicity of the Boolean-Poisson model, one can define ⇠
i

as the state

where there are i inclusions overlapping at a sampling point x
0

,

(A.3)
NX

r=1

�
r

(x
0

) = i at state ⇠
i

.

In order to calculate the probability function of ⇠
i

, we will first draw a sphere with radius

Rc centering at x
0

, called the influence region B
0

. As we can see from Figure A.1, if the

center of any inclusion is inserted into the influence region, the inclusion will contribute

to the overlapping at x
0

. Since the random processes at di↵erent points in the Boolean-

Poisson model are independent from each other, the total number of inclusion whose

centers are in the influence region B
0

also follows a Poisson distribution with a rate �V c.

Finally, the probability function of the overlapping states is obtained:

(A.4) p(⇠
i

) =
(�V c)i

i!
e��V

c
.

Another important quantity in the Boolean-Poisson model is the volume fraction of

the inclusion phase f
c

, defined in Eq. (3.3). A phase density function ⇢(x) 2 [0, 1] is

introduced for the analysis. The value of ⇢(x) is equal to 0 if x is in the matrix phase, or

1 if x is in the inclusion phase. Since the phase density function needs be kept at 1 in the

inclusion phase after overlapping (analogous to weighted-mean overlapping condition for

the relative sti↵ness tensor), the phase density function in the r-the inclusion ⇢r(x) can

be determined by

(A.5)

 
NX

s=1

�
s

(x)

!
⇢r(x) = 1 in ⌦r.

As in the general scheme discussed in Section 3.2, a test inclusion is inserted at the

sampling point x
0

in the Boolean-Poisson model. Based on equation (A.3), the expected

value of the phase density function h⇢ci in the test inclusion can be derived as

(A.6) h⇢ci =
X

⇠i2⌅

p(⇠
i

)⇢c
(⇠i)

=
1X

i=0

1

i+ 1
p(⇠

i

) = (�V c)�1(1� e��V

c
)
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Then, the volume fractions of the inclusion phase and matrix phase are

(A.7) f
c

=
N

|⌦|h⇢
ciV c = 1� e��V

c
and f

m

= 1� f
c

= e��V

c
.

These values are consistent with the theoretical volume fractions obtained through other

methods for the Boolean-Poisson’s model [22], which indicates that the scheme of intro-

ducing a test inclusion is capable of capturing essential features of overlapping.
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APPENDIX B

Eshelby’s tensor of spherical inclusion

Many micromechanics methods dates back to the work of Eshelby (1957), which gave

the exact solution of the stress or strain field for one ellipsoidal inclusion embedded in an

infinite matrix. It was found that in a isotropic linear elastic medium (or reference material

in the Lippmann-Schwinger equation), if the imposed eigenstrain "⇤ is homogeneous inside

a ellipsoidal inclusion domain ⌦
r

in 3D, the resulting strain "r upon equilibrium in ⌦
r

is also homogeneous. The same statement also holds for a 2D elliptic inclusion. The

fourth-order tensor projecting "⇤ to "r is defined as the Eshelby’s tensor S0, named after

J.D. Eshelby (1916-1981),

(B.1) "r = S0 : "⇤.

As discussed in Chapter 2, the concept of eigenstrain is similar to that of the polarization

stress in the Lippmann-Schwinger equation, in fact, we have

(B.2) p = C0 : "⇤.

Based on the Lippmann Schwinger equation (2.4) and Eq. (B.2), the following relation

can be derived for the reference material,

(B.3)

Z

⌦r

�0(x,x0)dx0
�
: C0 = S0,

Which indicates that the integral of the Green’s function �0(x,x0) inside a elliptical

domain results in a constant tensor.

The derivation of the Eshelby tensor in isotropic materials can be found in [32, 95].

The Eshelbys tensor for an ellipsoidal inclusion can be expressed in terms of elliptic



157

integrals. However, for a spherical inclusion in 3D, it takes the following compact form,

(B.4) S0

ijkl

=
5⌫0 � 1

15(1� ⌫0)
�
ij

�
kl

+
4� 5⌫0

15(1� ⌫0)
(�

ik

�
jl

+ �
il

�
jk

) .

Moreover, the Eshelby’s tensor for a circular inclusion in 2D can be expressed as

(B.5) S0

ijkl

=
4⌫0 � 1

8(1� ⌫0)
�
ij

�
kl

+
3� 4⌫0

8(1� ⌫0)
(�

ik

�
jl

+ �
il

�
jk

) .

Note that the Eshelby’s tensors in both 2D and 3D only depend on the Poisson’s ratio ⌫0

of the reference material.
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APPENDIX C

Strain expectation for two-phase inclusions

By taking all overlapping states shown in Figure 3.6 into account and using equation

3.53 of volume fraction f
np

and f
ip

, one can calculate the expected values of the strain

h"test
np

i in the nanoparticle phase and h"test
ip

i in the interphase of the test inclusion as

(C.1) h"test
np

i = (1� f
np

� f
ip

)Tnp

(⇠0)
: "̄m + f

ip

Tnp

(⇠i)
: Aip : "̄+

✓
f
np

�V np

� e�V
np

◆
Anp : "̄

and

(C.2) h"test
ip

i = (1� f
np

� f
ip

)Tip

(⇠0)
: "̄m +

✓
f
ip

�V ip

� e�(V
np

+V

ip
)

◆
: Aip : "̄,

where � is the rate of the stationary Poisson point process in the Boolean-Poisson model

(see Appendix A). Also, V np and V ip denote the volumes of the nanoparticle phase and

the interphase in each inclusion. The concentration tensors T in the test inclusion are

(C.3)

Tnp

(⇠0)
=
⇥
I+ S0 : (C0)�1 : (Cnp �C0)

⇤�1

, Tnp

(⇠i)
=
⇥
I+ Sip : (Cip)�1 : (Cnp �Cip)

⇤�1

and

(C.4) Tip

(⇠0)
=
⇥
I+ S0 : (C0)�1 : (Cip �C0)

⇤�1

.

The strain concentration tensors A of the nanoparticle and interphase materials are re-

lated to the properties of the e↵ective medium,

(C.5) Anp =
h
I+ S̄ : (C̄

�1

: (Cnp � C̄)
i�1

and Aip =
h
I+ S̄ : (C̄

�1

: (Cip � C̄)
i�1

.
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According to the consistent equation (3.54), the average strain in the matrix can be

written as

(C.6) (1� f
np

� f
ip

)"̄m = "̄� �
�
V nph"test

np

i+ V iph"test
ip

i
�
,

By substituting Eq. (C.1) into (C.2) and (C.6) and rearranging the fomulation, the system

of equations is obtained for solving h"test
np

i and h"test
ip

i,

(C.7)

"
I+ �V npTnp

(⇠0)
�V ipTnp

(⇠0)

�V npTip

(⇠0)
I+ �V ipTip

(⇠0)

#"
h"test

np

i
h"test

ip

i

#

=

2

664
Tnp

(⇠0)
+ f

ip

Tnp

(⇠i)
: Aip +

✓
f
np

�V np

� e�V
np

◆
Anp

Tip

(⇠0)
+

✓
f
ip

�V ip

� e�(V
np

+V

ip
)

◆
: Aip

3

775 "̄

Finally, the expected values of strain in the test inclusioin can be solved as a function of

the average strain "̄ based on Eq. (C.7),

(C.8) h"test
np

i = hAnpi : "̄ and h"test
ip

i = hAipi : "̄



160

APPENDIX D

Clustering of the strain concentration tensor

After computing the strain concentration tensor in the o✏ine stage, the next step

is to perform the domain decomposition by clustering similar data points into groups.

Clustering methods have been widely applied to di↵erent fields, from pattern recognition

and image segmentation to bioinformatics [4, 64]. Recently, a large spectrum of clustering

algorithms has been developed, such as hierarchical clustering, k-means clustering and

distribution-based clustering [122]. In this work, a particular kind of centroid-based

clustering named k-means clustering [76] is applied to compress the data.

Mathematically, given a set of strain concentration tensors the objective of k-means

clustering is to minimize the within-cluster least square sum for the k sets S = {S1, ..., Sk}
to obtain the shape of the clusters:

(D.1) S = argmin
S0

kX

J=1

X

n2SJ

||A
n

� Ā
J

||2,

where A
n

is the strain concentration tensor of the n-th data point, and Ā
J

is the mean of

all the strain concentration tensors at the points within the cluster S
J

. The above norm

is defined as usual, e.g. for a general second-order matrix Z of dimension m⇥m

(D.2) ||Z|| =

vuut
mX

i=1

mX

j=1

z2
ij

=
q
trace(ZTZ),

and is called the Frobenius norm of matrix Z. The standard algorithm (Lloyd’s algorithm)

[73] is used to solve the k-means clustering problem which is essentially an optimization

process of minimizing the sum in Eq. (D.1).
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At the initialization step, k data points are randomly selected from the data set and

served as the initial means (Forgy method [38]). Then the algorithm iterates between the

following two steps,

(1) Assignment step: Each data point is assigned to the cluster whose mean is nearest

to the data point. In other words, within the t-th iteration, 8{A
n

} 2 S(t)

I

, one

have

(D.3) ||{A
n

}� Ā
(t)

I

||2 6 ||{A
n

}� Ā
(t)

J

||2 8J, J 6= I

(2) Update step: The mean values of the data points in the new cluster are recalcu-

lated for iteration t+ 1,

(D.4) Ā
(t)

I

=
1

N (t)

I

X

{An}2S(t)
I

{A
n

}

where N (t)

i

is the number of data points in cluster S(t)

I

.

When the assignment of data points no longer changes, the algorithm is said to converge

to a local optimum. Finally, it should be noted that other clustering methods can also be

applied for this problem, such as the density-based spatial clustering of applications with

noise (DBSCAN) method [33].

Mathematically, the “Silhouette Index” [104] can be used to measure the quality of

clustering; however, this may not be su�cient when considering the predictions of the

mechanical behavior. Typically, a larger number of clusters (larger k) used in the o✏ine

stage leads to more accurate predictions in the online stage since more information was

stored, but the number of degrees of freedom increases correspondingly. The computa-

tional cost associated with this increase is discussed in later sections. As a result, the

choice for the number of clusters should keep a balance between the compression ratio of

the data set and the accuracy of the prediction.
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APPENDIX E

Newton’s iteration in the SCA online stage

In the implicit scheme, the residual {r} = {r1; ...; rk; rk+1} is linearized with respect

to {�"}. Dropping terms of higher order than linear gives

(E.1) {r}+ {M}{d"} = 0 with {M} =
@{r}
@{�"} ,

where {M} is called the system Jacobian matrix. For I, J = 1, 2, ..., k, we have

(E.2) MIJ = �
IJ

I+DIJ :
�
CJ

alg

�C0

�
and MI(k+1) = �I,

where �
IJ

is the Kronecker delta in terms of indices I and J , and I is the fourth-order

identity tensor. CJ

alg

is the so-called algorithmic sti↵ness tensor of the material in the

J-th cluster and is an output of the local constitutive law for the current strain increment

in that cluster �"J
n

,

(E.3) CJ

alg

=
@��J

@�"J
.

Although local material damage is decoupled with the equilibrium condition to avoid

material instability in the current work, it is still possible to introduce the damage into

the local constitutive law and CJ

alg

can be written as

(E.4) CJ

alg

= (1� dJ)
@��J

ud

@�"J
,

where @��J

ud

/@�"J represents the algorithmic sti↵ness tensor of the undamaged pure

elasto-plastic material. Under the macro-strain constraint, the remaining components in

the system Jacobian matrix are

(E.5) M(k+1)I = cII and M(k+1)(k+1) = 0.
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For macro-stress constraint, we have

(E.6) M(k+1)I = cICI

alg

and M(k+1)(k+1) = 0.

Finally, the correction of the incremental strain can be expressed as

(E.7) {d"} = �{M}�1{r}.

Based on the updated incremental strain, one can then use the constitutive relationship

in each cluster to compute the new incremental stress {��} = {��1; ...;��k}. If ��I

and �"I have a nonlinear relation, several iterations are needed so that the residual {r}
can vanish.
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